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Section 1

INTRODUCTION & SUMMARY
)

This manual describes the technical basis, operation, and usage of
the Intrasystem Electromagnetic Compatibility Analysis Program (IEMCAP)
developed for the Air Force by McDonnell Aircraft CompanN (MCAIR) uaider
Contract Number F30602-72-C-0277. IEMCAP is a computerized analysis
program which facilitates the engineering of cost-effective EMC into
present and future weapons systems.

1.1 ORGANIZATION OF MANUAL

This manual and the IEMCAP Computer Program Documentation provide
complete and thorough information on the program. This manual is divided
into two volumes. Volume I, the Engineering Section, presents a complete
discussion of the analytic basis, technical background, program organization,
and program operation. It also describes the mathematical models used and
the basic equations involved. Volume II, the Usage Section, describes
procedures and formats for preparing the input data, executing the program,
and interpreting the resulting computer output. An example test case is

included to illustrate program use.

The IEMCAP Computer Program Documentation contains detailed descriptions
of all subroutines, variables, and constants used in the program. It also
presents the contents of all data storage files and storage arrays.
Detailed flow charts and a complete program listing are included in
supplements.

1.2 BACKGROUND

Performance of modern weapons systems is increasingly dependent upon
the compatible functioning of electrical and electronic subsystems. The
typical system of today includes numerous such subsystems with their
associated interconnecting wires and, often, with large numbers of antennas

for transmission and reception of required signals. The power and infor-
r mation signals occupy a wide range of the electromagnetic spectrum,

resulting in the need for carefully designed control measures to confine
them within the spatial, spectral, and temporal limits necessary to avoid
disruptive interference. Electromagnetic Compatibility (EMC) assurance is
thus increasingly an integral and crucial part of subsystem and system
design engineering. Computerized EMC analysis, as provided by IEMCAP, is
a needed tool for establishing and maintaining cost-effective interference
control throughout the lih time of a weapons system.

Methods presently available for specifying, monitoring, and controlling
EMC of subsystems and systems involve the imposition of general purpose
speJifications and testing limits applicable to all equipment and system
types. A system comprised of equipment meeting these general interference
criteria is not necessarily an interference-free system. On the other hand,
if EMC is achieved under these circumstances, many of the interference

SPreceding page blank



safety margins in the end item may be far greater than necessary. This lack
of correlation between equipment and total system EMC performance may
adversely affect system economy. If the interference criteria are not
stringent enough, fix efforts and schedule delays add significant cost
penalties. The other extreme of overspecifying has the effect of driving
upward equipment and subsystem costs and weights at the outset.

IEMCAP is a link between equipment and subsystem EMC performance and
total system EMC characteristics. It provides the means for cailoring EMC
requirements to the specific system, whether it be ground based, airborne,
or a space/missile system. This is accomplished in IEMCAP by detailed
modeling of the system elements and the various mechanisms of electromagnetic
transfer among them to perform the following tasks:

o Provide a data base which can be continually maintained and

updated to follow system design changes.

o Generate EMC specification limits tailored to the specific system.

o Evaluate the impact of granting waivers to the tailored
specifications.

o Survey a system for incompatibilities.

o Assess the effect of design changes on system EMC.

o Provide comparative analysis results on which to base EHC
trade-off decisions.

1.3 PURPOSE

The purpose of this contract was to develop a computerized analysis
program to provide economical implementation of EHC at all stages of an
Air Force system's life cycle, from conceptual studies of new systems to
field modification of old systems. This capability is provided for ground,
aircraft and space/missile systems. Further, the program should be capable
of running on a wide variety of computers and can be run with reasonable
efficiency.

1.4 APPROACH

IEHCAP incorporates state-of-the-art communications and EHC analysis
math models into a routine which efficiently evaluates the spectra and the
transfer modes of electromagnetic energy between generators and receptors
within the system. Although a number of separate EHC computer programs
and mathematical models had been developed, there remained the need to
combine and augment them to obtain a unified, multi-purpose analysis tool.

IEHCAP combines these capabilities into a versatile framework which
facilitates modification as the state-of-the-art progresses. This provides
a flexibility in updating the program as new or improved mathematical models
are developed, and it provides a program which may be easily applied to a
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wide variety of EMC analysis and design problems by utilization of only
the necessary modules for the specific problem.

The program is designed for use by an EMC systems engineer with a
minimum of computer experience. The input data requirements, program
control, and output formats are easily learned and engineering oriented.
The input data is directly obtainable from system and subsystem operational
specifications or measured data. For ease of use, all data input to
IEMCAP is in free-field format. The entries may be placed anywhere on the
punched cards.

To allow it to be run on a wide range of computers, the program is
written in USA standard FORTRAN language. It also runs with approximately
67K (decimal) words of computer core memory.

1.5 ANALYSIS TECHNIQUES

1.5.1 Data Organization

Air Force systems of the types described above contain vast numbers
of emitters and receptors of electromagnetic energy. There are a wide
variety of types varying frorf antennas to wires to leakage through box
cases. To organize these into a form convenient for collection and
utilization by the user and the program, a hierarchy structure is defined.
The system (aircraft, spacecraft, or ground) is divided into subsystems
which are groups of equipments performing related tasks. For example, an
aircraft system might have a navigation subsystem which is composed of
several equipments such as a transmitter-receiver unit, a display unit, and
a navigation computer. The physical boxes comprising the subsystem are
defined as equipments, and electromagnetic energy may enter or leave these
equipments via ports. Ports are designated as emitters or receptors (or
both). An emitter port generates electromagnetic energy, and a receptor
port is susceptible tg electromagnetic energy. Ports within an equipment
are assumed compatible with each other.

Ports may be intentional or unintentional. An example of an unintentional
port is leakage into or out of an equipment case. An example of an intentional
port is a connector pin through which AC power, signals, etc. are brought into
or out of the equipment. Such ports are connected to wires or antennas.

1.5.2 Basic Analysis Approach

All intentional ports must generate and/or receive certain types of
signals to perform their intended function. The signals or responses
which are intentionally generated and coupled from port to port are called
operationally required and cannot be altered without affecting system
operation. In addition to the required sig-'als, there may be additional
undesired outputs and/or responses. These are called operationally
ncn-required. For example, an emitter can have non-required outputs in
the form of harmonics, and a receptor can have an undesired response in
the form of an image response. It should be noted that unrequired
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responses may be produced both by unrequired signals and/or by required
signals which are unintentionally coupled to the wrong ports.

Andincompatibility is said to exist when sufficient signal frov an emit-
ter port, or ports, is unintentionally coupled to r receptor port to exceed
its susceptibility threshold. Required signals and responses, by definition,
cannot be restricted by EMC specification. The non-required signals and
responses are spurious and can be controlled; that is, limits can be set for
them such that the system is compatible. These limits are called EMC specifi-
cations. Ideally, if all ports have no emissions and susceptibilities
exceeding these limits, the system is compatible. An important task of IEMCAP
is the generation of a set of specification limits tailored to the specific
system under analysis.

The emissions and susceptibilities, both required and non-required,
are represented in IEMCAP by spectra. For each emitter port, a two-
component spectrum represents the power levels produced over the frequency
range. The broadband component represents continuous emissions, which vary
slowly with respect to frequency; while the narrowband component represents
discrete emissions, which vary rapidly with respect to frequency. The
broadband components are in units of power spectral density, and the
narrowband are in units of power. Thus, each emitter can be considered to
have two spectra: broadband and narrowband.

For each receptor, a spectrum represents the susceptibility threshold
over the frequency range. The susceptibility level is defined as the
minimum received signal which will produce a response at a given frequency.

For each intentional port, a portion of the frequency range is
defined as the required range. All signals within this range are required
and cannot be adjusted. Outside this range limits may be set for the
maximum emission and minimum susceptibility levels. Within the required
range, the spectrum is defined by a mathematical model qf signal level
versus frequency. This can be either from equations of the frequency
domain represenLation of the signal or directly from a user-defined
spectrum. Outside tiue required range, assumed levels are used for the
port spectra. During specification generation, if these assumed spectrum
levels cause interference, they are adjusted such that there is
compatibility. By adjusting the spectra of emitters and receptors fur
compatibility, the maximum non-required emission and minimum susceptibility
levels are obtained which will produce a compatible system. To prevent
Loo stringent specifications from being generated, each spectrum has an
adjustment limit.

Whiip any values could be used for the initial non-required spectra,
IEICAP uses the limits of military EMC specifications MIL-STD-461A and
MIL-I-6181D. The initial levels may be relaxed or tightened from these
if desired. These specifications are used for a variety of reasons.
First, they are widely used and most EMC engineers are familiar with them.
Those portions of the port spectra not requiring adjustment remain at the
usual specification levels. Also, if new equipments are added to a system
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containing existing equipment developed and tesLed to these specifications,
the IEMCAP-generated specifications will be at the same general levels and
not require radical changes in EMC design. This also facilitates adaptingan equipment from one system to another system.

The general approach in performing the various tasks is two-fold. First
an emitter-receptor port pair is selected and their type, connection, wire
routing, etc. are quickly examined to determine if a coupling path exists.
If a path exists the received signal is computed at the receptor and compared
to the susceptibility level. In addition to the emitter-receptor port pair
analysis, the program also computes the total signal from all emittLt-s
coupled into each receptor acting simultaneously. Details of the two
analyses are discussed in Section 2.2.

In determining the port spectra and in other phases of the analysis,
the port termination impedance must be known. A wide variety of terminations
can exist in the system, but for the most part they can be represented by a
series resistor and inductor with a shunt capacitor, as illustrated in
Figure 1. Various combinations can be specified by setting the appropriate
component value to zero. However, at least one component must be non-zero.

Power transfer relationships in IEMCAP are normalized to a one ohm
impedance. The actual port impedances that are input to the program are then
used to appropriately transform these power relationships.

0-i

R

C

L

FIGURE 1
PORT TERMINATION IMPEDANCE CONFIGURATION

OPM 02? 109
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1.5.3 Representation of Port Spectra

IEMCAP is required to axalyre a large number of ports with reasonable
run times and reasonable computer core memory requirements. At the same
time, it must quickly evaluate the coupling from any type of emitter port
into any type of receptor port and use this to perform the variety of tasks
discussed in Section 1.1 above and be adaptable to future tasks. For
specification generation, the spectra must be easily adjustable at the
frequencies where incompatibilities are found as well as allow efficient
incorporation of the adjustments for further adjustment. For trade-off and
waiver analyses, the spectra and interference of modified ports must be
efficiently compared to those from previous runs. Also, the spectra must be
stored on files and readily used for future analyses.

In view of the above criteria, TEMCAP uses a sampled spectrum
technique in which each spectrum amplitude is sampled at various frequencies
across the range of interest. Considering the requirement of MIL-STD-461A
of 3 frequencies per octave from 30 Hz to 18 GHz, this requires approximately
90 sample frequencies. This is reasonable resolution for EMC specifications
in which limits of emission and susceptibilities are set and can apply over
large regions of the spectrum. (If greater resolution is desired, IEMCAP
allows the user to specify specific frequencies.) To avoid missing narrow
peaks between sample frequencies, IEMCAP samples the spectrum in the
interval half-way between the sample frequency and each of its neighboring
sample frequencies. For emission spectra, the maximum in the interval is
used, and for susceptibility spectra the minimum is used. This effectively
quantizes the spectra with respect to the sample frequencies.

To minimize core memory and data file size requirements, a table
of sample frecuencies is defined for an equipment, and all spectra of ports
within that equipment are quantized to them. This eliminateb storing a
table of sample frequencies for each port which, considering the maximum
system size discussed in 1.5.4 below, saves 50,400 words of file storage
plus the input/output time required to store and retrieve them. (For 90
frequencies and for 600 ports this requires 54,000 words just to store
frequencies. Storing 90 frequencies for 40 equipments requires 3,600
words, saving 50,400 words.)

The equipment frequency tables can be defined using two options.
First, the user may specify the upper and lower frequency limits, the
maximum number of frequencies (up to 90), and the number of frequencies
per octave. The program then generates a table of geometrically spaced
frequencies within the specified limits. Optionally, the user may specify
the upper and lower frequency limits, the maximum number of frequencies
and a number of specific frequencies (up to the maximum number) of
interest. The program then generates geometrically spaced frequencies to
fill in the number of frequencies not specified. For example, if the
maximum number of freque-ries to be used is 90 and 10 are user specified,
the program generates 80 geometrically spaced frequencies over the specified
frequency range and inserts the 10 user frequencies at the appropriate
places. (The number of frequencies per octave is ignored if the latter
option is used.)
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The range of frequencies covered by the analysis is controlled by the
user. The program will accept any range from 30 Hz to 18 GHz, but.if

)• desired, the user may concentrate all 90 frequencies over a smaller interval
f within this range.

Each port is categorized by function into one of six types, each type
having its own sub-interval of frequencies within the overall frequency
range. These sub-intervals, adapted from MIL-STD-461/462 ranges for the
port function, are shown in Table 1. The non-required spectrum model
routines will generate zero emission and susceptibility outside these
sub-intervals.

Thus, IEMCAP represents the spectra as amplitudes within up to 90
contiguous intervals across the frequency range of interest quantized to
the sample frequencies. This representation meets the above criteria and
allows for flexibility and program efficiency. It also allows the program
to be divided into two sections, each running in approximately 64 to 67K
(decimal) of core memory. With this arrangement, the program is readily
adaptable to a wide variety of computers; and machine-dependent techniques,
such as overlaying, are not required. One section oi the program contains
the data management and spectrum model routines, and the other contains the
analysis and transfer model routines. Each section is executed separately
so that both are not in core at one time.

Table 1

PORT EMISSION AND SUSCEPTIBILITY TESTS AND FREQUENCY RANGES

EMITTER RECEPTOR
PORT

FUNCTION MIL-STD-462 Freq Range MIL-STD-462 Freq Range
Test(s) (Hz) Test(s) (Hz)

RF CE06 14K-18G CS04 14K-18G
Power CE02/03 30-50M CS01/02 30-400M
Signal CE02/04 30-1G CS02/04 30-10G
Control CE02/04 30-1G CS02/04 30-10G
EED - CS02/04 30-lOG
Eqpt Case RE02 14K-lOG R03/04 14K-lOG
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1.5.4 Maximum System Size

A typical aircraft, spacecraft, or ground system can contain thousands
of ports. If every emitter porz had to be analyzed in conjunction with every
receptor port, the run time, core memory size, and file storage would be
extremely large. Therefore, the maximum system size shown in Table 2 was
established. For each equipment, the 15 ports include the case leakage, and,
therefore, 14 intentional ports are allowed.

Table 2

MAXIMUM SYSTEM SIZE

EQUIPMENTS 40

PORTS PER EQUIPMENT 15

TOTAL PORTS (40 x 15) 600

APERTURES 10

ANTENNAS 50

FILTERS 20

WIRE BUNDLES 10

SEGMENTS PER BUNDLE 10

WIRES PER BUNDLE 50

15.5 IEMCAP Logic Flow

As discussed above, IEMCAP is divided into two sections, and the basic
flow through them is shown in Figutre 2. These sections are executed
independently with intermediate data storage on a number of disk or tape

files known as working files. Depending on the analysis and the size ofthe system being analyzed, the program sections can be executed in succession

or run separately. For small systems or a small number of updates, the
first setup would probably be used. However, for a large system the first
section can be run independently until data errors have been eliminated, at
which time the second section would be run.

A brief description of the function performed by each program section
is given below. These are described ia detail in Sections 3, 4, and 5.

The first section of IEMCAP, called the Input Decode and Initial
Processing Routine (IDIPR), is divided inco three basic routines (Fig-re 2).
The Input Decode Routine (IPDCOD) reads and decodes the free-field input
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data from punched carda and checks the data for errors. If an error is
found, a message is printed along with the card containing the error, and
the program continues. If, after all cards have been processed, there
were errors, the program normally stops. (The user can override this error
stop if desired.)

If there are no input errors, the program proceeds into the Initial
Processing Routine (IPR). This routine performs data management, interfaces
with the spectrum models, and generates the working files. Data defining
the system and all of its components is stored on a magnetic disk or tape
called! the Intrasystem File (also called the Intrasystem Signature File or
ISYN. This file is a data base which is maintained by IPR, incorporating
changes in the system design. For a given run, the system to be analyzed
can be defined from punched cards only, from a previously created ISF, or
from an old ISF updated by cards. IPR assembles and merges the data to be
analyzed and writes this data on a new ISF for future runs and on the
working files for analysis. During this process IPR interfaces with the
spectrum math model routines. These utilize the user-specified port
spectrum parameters to compute the spectrum amplitudes quantized to the
equipment sample table frequencies for each port. From IPR, the program
enters the Wire Map Routine which generates crosa-reference map arrays for
use by the wire coupling math models during analysis. At this point,
execution of IDIPR terminates. The computer can either stop or continue
into the second section, depending on the job setup.

The second section of IEMCAP, called the Task Analysis Routine (TART),
uses the data compiled by IDIPR to perform the desired analysis task. This
is one of the four tasks sun-arized below:

" Specification Generation - Adjusts the initial non-required emission
and susceptibility spectra such that the system is compatible,
where possible. The user-specified adjustment limit prevents
too stringent adjustments. A summary of interference situations
not controlled by EMC specifications is printed. The adjusted
spectra are the maximum emission and minimum susceptibility
specifications for use in EMC tests.

"o Baseline System EMC Survey - Surveys the system for interference.
If the maximum of the EMI margins over the frequency range for a
coupled emitter-receptor port pair exceeds the user-specified
printout limit, a summary of the interference is printed. Total
received signal into each receptor from all emitters is also
printed.

" Trade-off Analysis - Compares the interference for a modified
system to that from a previous specification generati.on or
survey run. The effect on interfer'ence of antenna changes,
filter changes, spectrum parameter changes, wire changes, etc.
can be assessed from this.
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o Specification Waiver Analysis - Shifts portions of specific port
spectra as specified and compares the resulting interference to
that from a previous specification generation or survey run. From'

this the effect of granting waivers for specific ports can be
assessed.

TART is composed of two basic routines (Figure 2). The Specification
Generation Routine (SGR) performs the first task above, and the Comparative
EMI Analysis Routine (CEAR) performs the remaining three. These interface
with the coupling math model routines to compute the transfer ratios
between emitter and receptor ports.

1.6 UNITS USED IN IEMCAP

In general, IEMCAP employs rationalized Meter-Kilogram-Second (MKS)
units internally for all quantities involved in program computations.
Input and output data for the program are typically expressed in the more
common engineering units, such as iiuches, feet, miles, etc. However, the
program performs all unit conversions internally, both on input data and
on output data.

1.7 INTERFACE WITH EMC ENGINEER

The program mechanization described in the preceding paragraphs has
been designed to reserve the important decision-making to the using EMC
engineer. He is provided good resolution of the spectral characteristics
of his system by the program output and is, therefore, able to employ the
best strategies he can devise to correct system deficiencies at minimum
cost and with minimum weight penalties. Left to its own devices, a
conceivable program could make these decisior3 arbitrarily and, in the
process, impose unrealistic and costly specifications on many equipments in
the system when, more than likely, treatment of only a few equipments would
cure the problems that had emerged in the analysis.

An example of the inadvisability of programning all decision-making
into the program is furnished by a particular test case analysis performed
using IEMCAP. In this system, an integrated EMI margin turned out to be
+38 dB. This startlingly high level of power above receptor susceptibility
could be interpreted by the computer program as a signal and drive all
emitter spectra downward by some rule which could, in some instances,
result in excessive requirements. The EMC engineer would, on the other
hand, recognize that the +38 dB figure had resulted, in large part, from
the fact that his input data had specified a tunable transmitter as though
its narrowband transmissions were occurring in each of its assignable
1500 channels simultaneously. Thus, he would see that some 32 dB (10 log
1500) of the seeming catastrophic interference would not be present in theI real world. He would proceed either to modify his input data, or otherwise,
to interpret the integrated EMI margin figure in the appropriate manner so
as not to unduly penalize (overspecify) his system elements.
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Having the program automatically correct for tunable transmitters,
such as the one above, could cause gross errors. The tunable portion of
the emitter spectrum can fall in an insensitive range of the receptor
spectrum where no interference results, but a possible spurious emission
in the sensitive purtion could cause interference. "Correcting" the

* integrate,! margin for the tunable portion of the emitter which caused
negligible interference would falsely reduce the interference from the non-
tunable spur. The engineer must use this in his interpretation of the
program outputs.

N Early in the development of the IEMCAP system approach, it was
concluded that the program could not be designed to be a substitute for
the strategies of the competent EMC engineer for all system situations and
still achieve the cost-saving objectives that prompted its development. The
program was accordingly designed to maximize the benefits obtainable from
computerized specification generation on new systems and equipments whose
spectral characteristics are largely unknown in advance. A typical task
flow is shown in Figure 3. As shown, the strategy employed by the engineer
for this new system using IEMCAP is to initially relax the non-required
spectrum requirements of the baseline MIL-STD-461 by a considerable
amount in the program input. Then he performs a computer run to see how
the system holds up under these "noisy" conditions. Interference occurring
in this initial run will cause automatic adjustments, resulting in a set
of interference limits that, hopefully, are an improvement over th.
stringent MIL-SPEC requirements. Instances of large interference will
be evident in the program output and these are then amenable to the
application of engineering judgement in their treatment during the next
run through the program.

To successfully implement this program the EMC engineer must work
Sclsely with, and have the confidence of the project systems engineers.
If the EMC engineer just runs IEMCAP and gives the final adjusted
specification numbers to the design groups, generally, the specifications
will not be optimum for cost. The system design engineer must be involved
in the trade-offa made during specification generation. For example, it
may be easier to adjust a receptor than an emitter, to increase the
transfer loss by moving a wire from one bundle to anothe-, to add a
discrimination capability to software, to add blanking, ti reassign
frequencies, t. "live" with the EMI, etc.
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Section 2

SYSTEMS APPROACH

2.1 DEFINITIONS

The ensuing descriptions of the systems model use numerous expressions.
The following definitions are provided for clarification. These definitions
are presented here as concisely as possible and are discussed in greater
detail in other sections of this document.

2.1.1 Sample Frequency

The spectrum of any emitter or receptor is sampled at N frequencies
stored in a table at the equipment level. N is user specified and must be
large enough for at least one frequency per octave over the user specified
frequency range but not greater than 90. These frequencies may be positioned
anywhere between 30 Hz and 18 GHz (or any other frequency range within this
region as specified by the user). The user should specify those frequencies
to model spectrum regions of interest such as a receiver response function.
The remainder of the N frequencies that the user does not specify are
automatically generated by the program and are geometrically spaced.

Presently, the program has a maximum of 90 frequencies per equipment.
Ninety (90) was chosen because it allows three frequencies per octave from
30 Hz to 18 GHz as required by MIL-STD-461/462. It also is a practical
limit considering accuracy, computer core requirements and running time.

2.1.2 Sample Frequency Interval

To include all peak emissions and responses, the sampled spectrum is
examined in the interval half way between the sample frequency and the
next lower and higher sample frequencies. At the lowest frequency, the
interval extends below it by half the interval from the first to the second
frequency but not below zero. Similarly, at the highest frequency, the
interval is extended above it by half the amount to the next lower frequency.
For example, assume sample frequencies of 2 MHz, 4 MHz, 8 MHz and 16 MHz.
The sample intervals are:

2 MHz (1 MHz to 3 MHz)
4 MHz (3 MHz to 6 MHz)
8 MHz (6 MHz to 12 MHz)

16 MHz (12 MHz to 20 MHz)

2.1.3 Spectrum Sample Point

Each emission and susceptibility spectrum is stored at the port level
as a table of amplitudes at the sample frequencies. The program generates
these tables from the user defined parameters in conjunction with the
spectrum mathematical models. To ensure that all peaks are included, the
maximum amplitude in the sample frequency interval is used for emitters
and the minimum is used for receptors. Each such amplitude and its
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I
corresponding frequency defines a spectrum sample point. Once these points
are established, the program computes the amplitudes between them by log-
linear interpolation. The methods used to establish the sample point
amplitude are discussed in Section 2.2.

2.1.4 Port

A port is a point of entry or exit of electromagnetic energy from an
equipment or device. Ports are either receptors, emitters or both. Typical
ports would be connector pins, coax connectors, and equipment cases. Each
port is classified by function as RF, power, signal, control, EED or
leakage through the equipment case.

2.1.5 Source or Emitter

Source and emitter are used interchangeably throughout this report in
the text and program flowcharts. This refers to a port which generates
electromagnetic energy.

2.1.6 Receptor

This is a port that receives electromagnetic energy.

2.1.7 Adjustment Limit (adjlim)

The adjustment limit is a user specified parameter and is the maximum
amount to which the non-required spectrum of an emitter or receptor can
be adjusted. It is specified at the port level as part of the source and/or
receptor spectrum data.

2.1.8 Initial Spectrum Displacement Factor (sdfs and sdfr)

The spectrum displacement factor for sources (sdfs) and receptors (sdfr)
is a user-defined number, in dB, that deliberately loosens or tightens the
Military Specification EMI limits used as a starting point in generating
specifications with IEMCAP. This is specified at the port level.

2.1.9 Required Spectrum

This is the portion of a port spectrum required for operation. A
receptor may have a certain required sensitivity within some frequency range,
and an emitter may have a required output within a certain range. The
required spectrum is not adjusted during specification generation. The
user can specify up to ten (10) specific amplitudes and frequencies for the
required spectrum of each port. Alternatively, the time domain parameters
describing the required signal may be specified, and the spectrum is generated
by the appropriate math model.
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2.1.10 Non-Required Spectrum

This includes the portion of an emitter or receptor spectrum other
than the required portion described above. This non-required spectrum may
be adjusted (to a user defined limit) during specification generation by
increasing or decreasing the initial amplitudes by the required amount.

2.1.11 Emitter Bandwidth and Receptor Bandwidth

To compute the received signal from a broadband emitter, the bandwidth
of the receptor must be used. Within their required frequency ranges,
emitters and receptors have known bandwidths which are used in the program.
In the non-required ranges, the program uses a set of standard instrument
bandwidths (defined below) to characterize the amount of power seen by
the receptor from the broadband emitter. Since the bandwidths are unknown,
the bandwidths used to establish the military specification levels are used.

2.1.12 Standard Instrument Bandwidth

This is the maximum bandwidth of the test instrument used to establish
and measure the non-required broadband emission spectra. It is defined a
follows:

Bstd 30% f 30 Hz < f- < 50 KHz

10% f 50 KHz < f < 1 MHz0 0 --

7% f 1 MHz < f 0 < 10 MHz

5% f 10 MHz < f < 100 MHz0 0 --

2.5% f 100 MHz < f < 1 GHz0 0 --

1% f 1 GHz < f < 18 GHz
0 o-

where fo is the tuned frequency of interest. Bstd is plotted in Figure 4
along with the bandwidths of many commonly used EMC test receivers. As
shown, these instruments all have bandwidths less than Bstd. When used in
conjunction with the non-required broadband'spectra, it represents the
maximum power detecLed by the measuring device if the emitter were producing
noise at the specification level.

The power received by a given receptor from broadband signals depends
on the receptor bandwidth. Within the receptor required frequency range
the receptor bandwidth is known and can be used. In the non-required
range, the bandwidth is not known since, by definition, it is the non-
required region of the spectrum which specification generation determines.
Therefore, the standard instrumentation bandwidth, from which the emitter
broadband non-required levels are established, is used. That is, where
the receptor bandwidth is unknown and the emission is non-required, the
standard bandwidth is used to determine the power received.
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2.1.13 Default I
A default is a value or option automatically assigned to an input

parameter if not supplied by the user. An example of a default is the
computation of an aircraft fuselage radius from the wing root if the
radius is not specified. Also, unless otherwise specified, the equipment
frequency table will contain 89 frequencies from 30 Hz to 18 GHz spaced
3 per octave.

2.1.14 Harmonics

Harmonics are spurious emissions from RF ports which are at integral
multiples of the fundameutal frequencies. The second harmonic is at twice
the fundamental, the third is at three times, etc. The amplitudes at the
harmonics are specified in dB relative to the fundamental amplitude. These
override the M.L-STD-461A or HIL-I-6181D levels normally used in the non-
required frequency ranges.

2.1.15 EMC Specifications

These are curves representing the maximum emission and minimum
susceptibility non-required levels for emitters and receptors, respectively,
such that the system is compatible over the entire frequency range of
interest. The specification limits generated by this program use MIL-STD-
461 or MIL-I-6181D as a basis. A suggested specification document using

* program generated limits and a sample test procedure are presented in
Appendix A of Volume II of this manual.

2.1.16 Back-Search

This term applies to a procedure used in the Emitter Margin Calculation
and Spectrum Adjustment Routine in TART during the emitter spectrum
adjustment phase of specification generation. Since emitter and receptor
table frequencies will not necessarily coincide, after adjusting a given
emitter spectrum amplitude for compatibility, the routine searches back
through the receptor frequencies between the present emitter frequency
and the previous one. If incompatibilities are found at the intervening
receptor frequencies, the emitter amplitudes on either side are further
adjusted for compatibility. This process is discussed in detail in
Section 5.1.2.2.

2.1.17 Broadband Spectrum

The broadband spectrum is a power spectral density (the power per unit
frequency) which is slowly varying vith respect to the bandwidth of the
measuring device. The power received is equal to the broadband level
times the minimum of the emission and receiver bandwidths. The units used
internally by IEMCAP for these spectra are given in Table 3.
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2.1.18 Narrowband Spectrum

The narrowband spectrum represents discrete power, in that a given
quantity of power is concentrated all at a discrete frequency. Physically
there is always a finite bandwidth, but when this bandwidth is much smaller
than the bandwidth of the receiving device, the power appears to be
concentrated at one frequency, and the power received is independent of
the b.ndwidth of the receiver. The internal units are shown in Table 3.

TABLE 3

IEMCAP SPECTRUM UNITS USED INTERNALLY

Spectrum Radiated Conducted
Type (Equipment Cases) (All Other Ports)

B~roadband dB rel 1 PV/m/MHz dB rel 1 PA/MHz
Emission

Narrowband dB rel 1 PV/m dB rel 1 4A
Emission

Susceptibility dB rel 1 PV/m dB rel 1 PA

2.1.19 Integrated EMI Margin

The integrated EMI margin is an overall figure of merit representing
the ratio of the power received by the receptor to susceptibility over the
entire frequency range. The program computes the margin per bandwidth at
all spectrum sample frequencies (both emitter and r.eceptor). For broadband
emissions, the received signal is the power contained in one receptor band-
width, as defined in 2.1.11. This level is compared to the power required
to produce a response in the receptor at the sample frequency. This ratio
per bandwidth is integrated over the range of frequencies to obtain the
broadband component of the integrated margin.

For narrowband emissions, the power received is independent of the
receptor bandwidth, and the integral becomes a summation. The narrowband
signal can be represented by one delta function in the center of the
receptor bandwidth. The narrowband spectra are limits in that no single
delta function can exceed the specified level. If a measuring instrument
is connected to this port and tuned acro s the band, the program assumes
that the instrument reads exactly this specification level everywhere.
This is equivalent to having one delta function per instrument bandwidth
across the band with amplitudes at the spectrum level. These narrowband
levels are assumed to vary linearly from sample point to srmple point for
the summation. The integrated margin is the sum of the broadband and
narrowband components.
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2.2 SYST"( MODEL

The system model for IENCAP employs the standard EDC approach of
identifying all ports in the system having potential for undesired signal
coupling. These ports are divided into arrays of emitter ports and of
receptor ports having identifiable coupling paths. A simplified diagram of
this approach is given in Figure 5 where each element of an array of N.
emitters is considered to have a coupling path to one or more elements of an
array of IR receptors. In this simplified diagram only three coupling paths
are shown, illustrating the general idea that more than one emitter can
couple to a given receptor and further illustrating that a given emitter
can couple to more than one receptor.

All emitters in a systce are characterized by emission spectra and all
receptors are characterized by qusceptibility spectra. All ports and
coupling media are assumed to have linear characteristics. Emissions from
the various emitter ports are assumed to be statistically independent so
that signals from reveral emitters impinging at a receptor port combine on
an RMS or power basis.
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FIGURE 5

SYSTEM APPROACH IDENTIFIES ARRAYS OF EMITTER

AND RECEPTOR PORTS WITH COUPLING PATHS
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The function of IEMCAP is to determine, by analysis, whether signals
from one or more emitters entering a receptor port cause interference with

) the required operation of that receptor. Electromagnetic interference (EMI)
is assessed in the program by computation of an "EMI Margin" for each
receptor port. This EMI Margin Is just the ratio of power received at a
receptor port to that receptor's susceptibility. Actually, the program
computes the margin in decibels; the moee positive the number in decibels
the greater is the interference while the more negative the number in
decibels the greater is the compatibility.

The program performs the interference analyses by exercising various
programmed formulas corresponding to mathematical models of emitters, of
receptors, of the signal transfer mechanisms between emitters and receptors
and of the system. The mathematical models of emitters and receptors
in the program correspond to the required portion of their spectra. The
program also contains routines to compute the non-required spectra of
emitters and receptors. These non-required spectra are initially based on
the interference curves of MIL-STD-461 and MIL-I-6181, displaced in level
as specified by the user.

The discussion in the paragraphs immediately following is a development
of the system mathematical model employed in IEMCAP. This mathematical
formulation brings together all of the emitter, receptor and transfer models
into a single linear system model. The discussion initially treats spectra
and transfer mechanisms as continuous functions to aid understanding of the
system concept. Subsequently, quantized versions of these functional
relationships, required for their implementation on a digital computer, are
developed.

2.2.1 System Mathematical Basis

The basis for all calculations performed by each of the functions of
IEMCAP is the linear relationship for power coupled from an emitter, through
a transfer medium, and received by a receptor. The general communication
theory equation relating power spectral density at the detector of a
receptor to power spectral density present at an emitter's output port is
expressed as follows:

o.p.s.d. - nsj (f) T ij(f) 0i(f) (1)

vhere

o.p.s.d. - output power spectral density (in watts/Hz) received by
receptor i (at its detector) from emitter J,

lsj (f) - output power spectral density (in watts/Hz) at the terminals
of source J (including cw power as delta functions),

T (f) = power "ransfer function of the coupling medium between
source j and receptor i,
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1 (f) -receptor response function relating power at the detector
to power at the input terminals.

The broadband and naz-owband components of the received power spectral
density may be computed sel arately by considering the broadband and narrow-
band components of the outp'it power spectral density of the source J. Thus,
the power spectral density of source j is expressed as:

17s€ M SNJ () + t 1SBJ (f (2)

where

1 SBJ (f) - the broadband power spectral density of source j

and

YSNJ (f) - narrowband power spectral density of source j (composed of
delta functions at the frequencies of the cw signals.)

Using Equation (2), Equation (1) can be written as follows:

o.p.s.d. M1SNj~f) Ti (f) 'i(f) + 71Ss (f) T1 j(f) Pi(f) (3)

Since the narrowband power spectral density is composed of delta
functions, n SNJ is accordingly expressed as

? M [ •m , pt"(f-- t ) (4)SNj)
t j

t=lI

where

P = the power, in watts, contained in the narrowband signal at
t frequency ft.

6(x) - the Dirac delta function,

and

M - the total number uf narrowband signals present in the frequency
range being considered.

Using the expression, (4), for narrowband spectral density, Equation
(3) is now written:

o.p.s.d. m [ ( T1 j(f) 9t(f)" ')SBJ~f) Tlj(f) Upf (5)
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Received power, in watts, at the receptor's detector is obtained by
integrating Equation (5) over a fraquency range of interest. This

integration is formally written as follows:

fDiJ b M t6(- ft)] f Bi(f) df

-f I1~ ~t( T ) (f) df
f

a

fb

+ J 1SBj~f Tij(f) T M (f) df (6)

f
a

where

P - the power, in watts, at the detector of receptor i due to all
emissions from source j,

f 1 the lower frequency in the range of interest,a

f - the higher frequency in the range of interest. i

b

Evaluation of the integrals in Equation (6) is carried out in IEMCAP through
the use of approximations since, as will be clear, the program contains
information on spectra at a finite number of discrete frequency points. The
program determines compatibility by computing two types of EMI margins:
1) point margins and 2) integrated margins. The approxiniations used in
these two types of margin calculation, while different, are closely related.

2.2.1.1 Point EMI Margin Calculations

The point EMI margins are determined by computing the ratio of power
4.Aident at a receptor's input terminal to the susceptibility power level
of the receptor. Since emitters normally require separate specifications
on broadband and narrowband emissions, the program computes separate
broadband and narrowband margins. The narrowband margin calculation is
developed first in the following. The first task in this development will
be to show the equivalence between the margin calculated at the receptor's
detector and the margin calculated at the receptor's input terminal.

Confine attention first of all to the narrowband term in Equation (6)
and define a narrowband power spectral density at a point frequency, fp,
incident at the filter input terminals as follows:

pj 6 j 6(fp) P Tf (fUP (7)
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That is, the power spectral density at the filter input terminals is obtained
as the product of the transfer function between emitter and receptor with the
narrowband power spectral density at the terminals of the source j at
frequency fp.

Using (6), the pth component of the detector narrowband received power
is

f

( 1Dij)Nip I[ 6(f-fp) Pi(f) df

a

Carrying out the indicated integration over frequencies in (8) gives

(PIDij)NBp pip i fp) 9

Thus, the output power of the filter is equal to the product of the input
power of the pth narrowband signal with the power transfer function of the
filter evaluated at f - f . If this output signal powe; exceeds the detector

threshold power or "standard response"* power level of Ki watts, then an
interference situation results. An appropriate definition of narrowband
point margin is, accordingly:

A (10)
MNB= (PDij)NB/Ki

This EMI Margin is evaluated by comparing interference signal power at the
device detector with the detector standard response. A more convenient
measure of EMI margin for the IEMCAP program is to compare the interference
signal power at the filter input terminals to the input susceptibility
power level for the device defined as follows:

Ki Si(fp) Pi(fp> (11)

Equation (11) is a definition of that input power level (susceptibility),
Si(f ) which, when transformed through the filter, just produces a response
at the threshold of the detector. Because of the linearity of the filter,
the transfer function, 8i(ip), may be eliminated between Equations (9) and
(11) with the result

( )N = j (12)
MNB = (f^

Ki S (fp

That is, a narrowband EMI Margin, defined in Equation (10), ir terms of
detector signal power and detector standard response, is equivalently
given in Equation (12) in terms of input terminal narrowband power and an
input terminal susceptibility power level. In IEMCAP all EMI Margins ire

* See Appendix A for a discussion of "standard response" and for guidelines
for its determination and utilization.
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computed in terms of input terminal interference power levels and input
terminal susceptibility.

() Next consider Equation (6) for the broadband input from the jth
source to the ith receptor:

(P Dij)BB fb "SBJMf) TijM() fi(f) df (13)
f

a

Now, define a power spectral density due to source j as seen at the
terminals of receptor i:

7j (f) = SJ (f) T (f) (14)

SBJ SBJ i

Then, Equation (13) becomes
Sfb

(PDij)BEB / SBjM P #i(f) df (15)

f
a

Equation (15) is of the form of a linear filter response (output power) to
a broadband power spectral density input, nSBI(f). Subsequent theoretical
descriptions of EMI margin calculations will bp based on the linear filter
response to power at its terminals and will utilize the transformation
concept of Equation (15).

Equation (11), given previously as the relationship between the
standard response of a receptor to its susceptibility power level for
narrowband signals, can be used to eliminate (01(f) in equation (15) by
writing the expression as follows:

K i Si ( M f) (16)

Then, Equation (15) is written, using Equation (16), as

f b --

^ ) B f n SBJ (f) K i

( DijBB df (17)

Then, the broadband point margin evaluated at the receptor's detector is
evidently obtained by dividing both sides of Equation (17) by the constant
power level, Ki, as follows:
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fb

(P.. )B T -. B - df (18)
f j i(f)

a a

The broadband point margin (i.e. margin at a single frequency point fP)
is evaluated by an approximate solution of the integral of Equation (18).
The approximation consists of assuming that the input power spectral density,
nSBJ and the receptor susceptibility, Si(f), are both constant over an

interval of integration centered on the frequency point of interest. In
particular, it is assumed that the interval of integration, fb - fa, is
identical to a bandwidth factor, B, whose value is chosen in the program
according to the rules set forth in Table 4. In non-required regions the
bandwidth factor used is representative of the bandwidth of laboratory
instruments. If a required region is involved, the choice of bandwidth
factor is logical as is apparent in the table. Using the approximations
and assumptions just described the integral of Equation (18) reduces to a
simple product as follows:

bij = "SBJ(fp) B/Si(f) = PTBij(fp)/Si(f p (19)

where

^PTBij (fp p nsJ (f) B = the piecewise constant power at the ith receptor

terminals computed from the product of the input power
spectral density of emitter j with the bandwidth factor
associated with frequency fp.

and

S•S f = piecewise constant susceptibility of the ith receptor at
frequency fSP*

TABLE 4

BANDWIDTH FACTOR

EMITTER RECEPTOR BANDWIDTH

Required Required Min (Bemt' B rec)

Required Unrequired Min (Bemit' Bstd)

Unrequired Required Brec

Unrequired Unrequired B

std
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Note that the inpu. ?ower spectral density need not be constant over the
bandwidth for Equation (19) to hold; real measuring instruments and receptor
devices, characterized by the bandwidth factor, B, will effectively integrate
the power spectrum over that bandwidth yielding a power response that is
equivalent to the product of the bandwidth with the mean ralue of the power
spectral density. The receptor susceptibility will similarly be measured
as a constant level within the measuring instrument bandwidth.

Use of the Point Margins - The point margins calculated in the program for
a single emitter coupled to a receptor are used in the Specification
Generation Routine (SGR) portion of IEMCAP to gauge the amount of adjustment
needed, if any, of the emitter for compatibility with the receptor at each
of several points across the frequency range common to the two devices.
This is done separately for narrowband and broadband emissions, as mentioned
previously, with the objective of generating separate narrowband and broad-
band emission specifications for the Pmitter. The details of these emitter
adjustments will be elaborated in ldter sections of the report. Subsequent
sections will also bring out in considerable detail the calculation of a
third point margin required in the program to determine the adjustments
needed for a receptor when considering the total signal present at each
receptor point frequency from the entire array of emitters coupling to the
receptor. This total signal point margin calculation combines narrowband
and broadband signals and results in the generation of a single suscep-
tibility specification for the receptor in SGR. Evident is the fact that
the frequency intervals, over which power quantities are considered
piecewise constant, need not be contiguous or non-overlapping for the
point margin calculations.

2.2.1.2 Integrated Margin Calculations'

Integrated EMI margins applicable across enlarged frequency intervals

are now derived by extension of Equations (8) and (18). The concept of
"margin density" will be defined and utilized in the derivation of the
integrated margin expressions. The integrand of the expression in Equation
(18) is recognized to be of the form of a "margin density" although it was
not previously identified as such. The idea of margin density is readily
understood for broadband signals where the ratio of input power spectral
density, in watts per Hertz, to the receptor susceptibility, in watts,
has units of a dimensionless power ratio (a "margin") per Hertz.

Broadband Integrated Margin - The approach taken in the program for broad-
band integrated margin calculations is illustrated by the diagram of Figure
6. Shown in the figure are the logarithmic values of the broadband point

margins previously calculated, using Equation (19), at two successive frequency
points, modified by subtracting the logarithm of the bandwidth factor, B,
applicable at each frequency point. Subtracting the logarithm of bandwidth

Sfrom the logarithm of the point margin corresponds, of course, to dividing the
piecewise constant power ratio of Equation (19) by the bandwidth factor.

The result of this operation on the point margins is to convert them to
piecewise constant logarithmic "margin densities". The program convert9 these

piecewisc constant logarithmic margin densities to piecewise log-linear margin
density functions by straight-line connection of the point margin densitiso
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FIGURE 6
BROADBAND INTEGRATED MARGIN APPROACH

in log-log coordinates. This operation is illustrated in Figure !'(a) by the
straight segmented line connecting the point values between the twvo successive
frequency points labeled f and fb in the figure. Worth noting Is the fact
that the frequency intervat, f - f , involved in this discussion differs
from the interval involved in ýquatfon (18) and is typically only a small
portion of the entire common frequency range of interest for an emitter-
receptor pair. Hence, the log-linear approximation to the margin density
function must be repeated for each of several contiguous frequency intervals
in order to approximate the margin density function over the entire common
frequency range from the lowest frequency point, ft , to the highest frequency
point, fhi" Later discussion will show how the resultant piecewise log-
linear approximations to the margin density function will tend always to
result in a conservative upper bound envelope function compared to the ac•iZl
input spectral data.

Broadband integrated margin in tlie interval from frequency f toa
frequency fb is accomplished in the program by taking the antilog of the
piecewise log-linear margin function depicted in Figure 6(a), resulting in
the exponential curve of Figure 6(b). This resultant margin density function
is integrable between the frequencies fa and fb as follows:

fa

b b P TB(f)
M ^ f df (20)

f f B S i(f)f fi
a a
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where

f fb

= the broadband integrated margin between the frequencies

kB faf aand fbo

a

PTB(f)/B Si(f) - the broadband margin density function derived from
the piecewise log-linear margin density function
between frequencies f and fb"a

Narrowband Integrated Margin - Calculation of narrowband integrated margin
again involves use of a margin density function which is derived from the
narrowband point margins previously calculated in the program at discrete
frequencies. Here the justification for the use of a margin density differs
somewhat from the broadband case in that narrowband spectra, by definition,
consist of discrete spectral lines whose units are power level, in watts,
at discrete frequencies. The levels of discrete spectral lines emanating
from an emitter, and the associated receptor susceptibility level used in
calculating the point margins, are invariably established or verified in
practice by an in3trument having a finite bandwidth. Consequently, the
narrowband point margins are, in reality, "margin densities" in the sense
that they are margins occurring within an instrument (or receptor device)
bandwidth. Thus, the narrowband point margins, divided by the associated
bandwidth factor, B, are piecewise constant margin densities in the
neighborhoods of their frequency point3. This is the initial assumption
made in the program for the purpose of calculating narrowband integrated
margins. The program also assumes that the bandwidth factor is constant
over an interval between two successive frequency points involved in a
narrowband integrated margin calculation.

Since the frequency points at which narrowband point margins are
calculated ia the program may be separated by more or less than the
widest bandwidth involved, use of the piecewise constant margin densities
directly in an integrated margin formulation would generally contain
errors of either: a) omission of portions of the spectrum, b) undue
amounts of power attributed to those portions of the spectrum where band-
widths overlap, or c) botzt types of error. The approach used by the
program overcomes both types of error by converting the piecewise constant
margin densities to piecewise linear margin densities; i.e. the program
aasumes that the margin density function for narrowband signals is a
straight line connecting the values of margin density at two successive
frequencies, fa and fb. Figure 7 is a graphical picture of this assumption
in which the frequencies fa and fb are shown rather widely separated
compared to a bandwidth known to the program in that frequency region.

The graphical picture of Figure 7 shows that the assumption of a
piecewise linear margin density function for narrowband signals is
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NARROWBAND INTEGRATED MARGIN APPROACH

equivalent to the assumption that the spectrum between the end points of
a frequency region of interest is filled with one spectral line per band-
width. In non-required regions of the spectrum this assumption is a
compromise (probably worst case) estimate of the distribution of narrowband
emissions. The adjusted military specification curves used in non-required
regions are intended as bounds which narrowband emissions should not
exceed and certainly do not represent extremely dense distributions of
spectral lines.

With the assumptions of the preceding paragraphs in mind the narrow-
band integrated margin is written as follows:

f 
f

IN J Bifia a

where

MI f = the narrowband integrated margin between theMIN frequencies f and fiJf a bs
a

PTN(f)/B Si(f) the piecewise linear narrowband margin density
function formed by straight line connection of the
piecewise constant margin density values at
frequencies fa and fb'
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B - the bandwidth, in Hertz, known to the program

at the upper frequency limit.

Since the integrand of Equation (21) is always assumed to be a linear
function of frequency or a constant value, the solution of the integral is
seen to be simply the area of a trapezoid as follows:

_fb1? 1 [PTN(f a N(fb f(2
MI B S(f a) B (fb - f (22

a

The program separately computes broadband and narrowband integrated
margins applicable over the entire common frequency range of an emitter-
receptor pair and these are separately printed out following emitter
adjustments in SGR. After receptors have been adjusted the program
recomputes the broadband and narrowband integrated margins and then combines
these into a total signal integrated margin. These several stages of
integrated margin calculation are performed and printed out to aid the user
in identifying specific contributors to system incompatibility or, conversely,
to identify where excessively stringent specifications are being imposed.

Equations (19) and (12) will be seen to correspond respectively to the
calculations performed in IEMCAP for the broadband and narrowband EMI margins
for a single emitter coupling to a receptor within a frequency sub-range
contained within the overall common frequency range. Further, Equations (20)
and (22) are the basis for IEMCAP calculations of integrated EMI margin,
encompassing both broadband and narrowband coupled signals.

2.2.2 Background for Computer Implementation of System Equations

The preceding discussion forms the general background theory under-
lying the system EMI calculations performed by IEMCAP. It was shown that

the program calculates 241 Margins based on the power present at a receptor's
input terminals, from one or more emitters, compared with the receptor's
susceptibility power level.

The EMI Margins calculated in the program and the adjustments to
achieve compatibility are performed at several discrete sample frequencies
that are established to represent the spectra of emitters and rece.tors.
This quantization of spectra in terms of frequency is necessary for numerical
computation.

2.2.2.1 Spectrum Quantization

The manner of spectrum quantization in IEMCAP is described now. One
is interested in representing each spectrum from spme lowest frequency of
interest to some highest frequency; e.g., a spectrum of interest might extend
from 30 Hz to 18 GHz. To achieve this spectrum representation, the program
employs a set of N discrete sampl= frequencies. The maximum value N may have
for any equipment in a system being studied is ninety. To avoid missing
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narrow peaks in a spectrum, the program associates with each sample frequency,
fk' a frequency interval, Afk, which contains the sample frequency. The set

of frequency intervals for an equipment are contiguous and spen the entir\
frequency range. This set of frequency intervals, (Afk}, corresponding to

the set of sample frequencies, ifk)} is determined in the program as follows:

1. for every interior sample frequency fk (i.e. not first or last
sample frequency), the frequency interval Afk is bounded by a
lower frequency fLk - fk - fk - f k- and an upper f, equency

SfHk f k + fk+l f k. 2

2

2. f1 (the first sample frequency interval) is bounded by a lower
frequency of f1 - f 2 - f1 and by an upper frequency of f1 + f 2 - fis

2 2
except that the lower boundary is not allowed to extend to negative
frecuencies.

3. AfN (the last sample frequency interval) is bounded by a lower
frequency of fN - fN - fN-1 and by an upper frequency of

fN + fN - f2N-l

2

It will become clear that the intervals, Af k, are used to define the process
of quantization to the sample frequencies and not for the computation of
power received by a receptor.

Illustrations of the use of the frequency intervals to represent spectra
of emitters and receptors are now given. Figure 8 shows hypothetical
spectrum diagrams for an emitter and a receptor. Three curves are shown:
one each for the broadband and narrowband emission spectra and a receptor
susceptibility curve. The figure illustrates three typical sample frequencies,
fe for emitters along with their associated frequency intervals. Also shown

are three typical receptor samplea frequencies, f , (usually different from
f ) and their associated frequency intervals. Tfe Spectrum Model Routine
(§PCMDL) performs the spectrum quantization to the sample frequencies
resulting in stored files of spectra for later use by SGR in calculations of
margins and in adjustment of spectra for compatibility.

The spectrum quantization process involves a worst case representation
of broadband emission spectrum, narrowband power level and receptor suscepti-
bility. The program (SPCXDL) searches for the maximum value of emitter
spectrum (and narrowband level) in each emitter frequency interval and
assigns that maximum value to the sample frequency in the interval. For
receptors the program searches for the minimum susceptibility level in the
receptor sample frequency interval and assigns that minimum level to the
sample frequency in the interval. This maximum (minimum for receptors) value
determination is accomplished by computing the levels at the frequency
interval boundaries (by log-linear interpolation) and comparing these levels
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with those of any known levels within the interval (such as at spectrum break-
point frequencies). The maximum (minimum tor receptor susceptibility) of these
known and computed levels in the associated interval is assigned to the sample
frequency in that interval. Hence, the upper bound and lower bound lables on
the ordinates of the curves in Figure 8.

After the quantization of emitter and receptor spectra, the frequency
intervals are no longer used in the program. Instead, margin calculations,
adjustments, etc., are performed using the sample frequencies themselves with
their quantized spectrum values. In cases where the value for an emitter
spectrum or power level is needed at a frequency point intermediate to the
emitter sample frequencies, log-linear interpolation of the values between the
nearest sample frequencies is used. Similarly, where recoptor susceptibility
level is needed at frequencies other than receptor sample frequencies, log-
linear interpolation is again used. It will later be seen that emission levels
at receptor sample frequencies and susceptibility levels at emitter sample
frequencies will be needed in the program. Therefore, the log-linear inter-
polated values of these quantities, as illustrated in Figure 8, will always be
computed by the program. One can recognize that, with these data available,
the program is able to calculate point margins at every sample frequency (both
emitter and receptor) involved in a coupled emitter-receptor pair.

The quantized spectra discussed in the preceding paragraphs enable the
program to calculate point narrowband and broadband utargins for evaluation
of single emitter-receptor compatibility, adjustment of the emitter spectra
as needed and generation of emitter narrowband and broadband emission spec-
ifications. As mentioned previously, an additional point margin is needed to
evaluate compatibility of a receptor to the total emission environment due to
all coupled emitters acting simultaneously. Consequently, the program cal-
culates a "total power" quantity in each receptor frequency interval and
assigns this power level to the receptor sample frequency. This assumed
piecewise constant power level is subsequently compared with the assumed piece-
wise constant susceptibility level at the sample frequency for calculation of
a total power point margin used in compatibility analysis and in the receptor
adjustment routine.

The determination of "total power" received by a receptor is accomplished
§ by examining a single coupled emitter at a time, storing the "maximum value"

of the power received from that emitter and adding this to the "maximum value"
of power received from each of the other coupled emitters. Separate "maximum
values" are found for narrowband signals and for broadband signals (product
of broadband spectrum with bandwidth) and these are both added to the "maximum
values" similarly obtained for all emitters. The "maximum value" used here is
found as follows (see Figure 9). The received power is found from a) known
levels at emitter frequencies found within the receptor sample frequency
interval (the program calculates interval boundary frequencies to determine whe
when other frequencies are interior to the interval) and, b) narrowband and
broadband values are computed at the receptor sample frequency (by log-linear
interpolation between neighboring emitter frequencies). The largest narrow-
band signal and the largest broadband signal of all those examined in the
interval are selected as the "maximum values". These are added to the "maximum
values" determined for all other coupled emitters (after taking the antilog)
to obtain the "total received signal" which is assigned to the receptor sample
frequency.
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QUANTIZATION OF RECEIVED POWER

2.2.2.2 Origin of Emission and Susceptibility Spectra - The program
determines emission and susceptibility spectra in one or more of three

ways: a) a user-specified required spectrum, b) a user-specified spectrum

model with which the program computea required spectra and, c) outside

the required frequency range the spectra are initially based on MIL-STD-461A

or MIL-I-6181D specification curves as displaced by a user input to the

program. Spectrum amplitudes based on these methods are assigned in the

program to the sample frequencies for emitters and receptors. If the

parameters do not happen to provide data at the specific sample frequencies

for emitters or receptors, the program computes values at these sample

frequencies by log-linear interpolation between the frequencies at which

the data are available in the program. For example, for the non-required

portion of some spectra the program would have stored data only at the

frequencies corresponding to the end points and break points of the military

specification limit curves. Data are obtained at any intermediate sample

frequency points by the log-linear interpolation process.

The program is seen to be capable of establishing a signal level at a

receptor for any frequency occurring between any pair of sample frequencies;

this is accomplished routinely by the log-linear interpolation process. This

fact, along with the generally worst-case assignment of spectrum levels to the

sample frequencies, could raise the question of accuracy of spectrum represent-

ation in the program for those instances when the user may wish to obtain

considerable fidelity in the program of either the user-defined spectrum or

a spectrum model. The qualified answer to this question is that the accuracy

will depend upon the user's judicious selection of sample frequencies in

relation to the spectrum of interest.

Figure 10 illustrates how the user-assigned sample frequencies in the

vicinity of a particular emission spectrum can result in either a rather

gross representation of that spectrum in the program or, otherwise, can

result in a quite faithful representation. The figure represents a typical

emission spectrum envelope for an emitter, and it is assumed that the user

wishes the program to follow this envelope to some accuracy. He accordingly

assigns sample frequencies in the region of this spectrum. In general,
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these should be at break points in the curve. For example, assignment of
only the trequencles Fl' f4 and r7 would yield a rather gross representation

of the spectrum as indicated by the dashed curve in the figure since the
program interpolates between sample points. Assignment of the frequencies
f f3, f 5 and f 7 would result in a much more faithful representation of

• ect rum, as-illustrated by the interrupted curve. Assignment of
additional frequencies, such as f and f 6 would produce even more faithful
representation of the spectrum skirts than previously. If even more
accuracy in the skirt region were required, then additional frequencies
should be assigned in these portions. Note, however, that increased
resolution in one part of a spectrum decreases the resolution in the remainder
since the total number of sample frequencies cannot exceed 90.

/ Spectrum Sampling Using
Three Frequencies

"Spectrum Sml, Using
E Four Frequencies

Actual Spectrum
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FIGURE 10
SPECTRUM SAMPLING ACCURACY DEPENDS ON NUMBER OF

ASSIGNED FREQUENCIES

In the preceding discussion of spectrum sampling accuracy, the statement
that the program can accurately represent a spectrum needs amplification.
In the emitter example of the preceding paragraph, it is clear that the
discussion pertained to a port of some equipment and that, in the particular
case discussed, an emission spectrum model had been specified as the required
portion of the spectrum for that port. This spectrum model would have been
defined by the user in terms of the modulation type, a carrier frequency
and a bandwidth factor. These are the primary parameters that would be
specified at the port level. The program would then compute the spectrum
using the appropriate mathematical model (Section 6) for the required portion
in conjunction with the user-displaced military specification limits for
the non-required portion. The program data for this spectrum would consist
of the spectrum levels at the equipment sample frequencies. Thus, for the
program to provide details of the required spectrum in the manner indicated
in the preceding paragraph, the user must assign equipment sample frequencies
with suitable relationships to the required spectrum envelope associated with
the port of interest. If the required portions of the spectra of several
ports in an equipment were of interest, considerable judgement would be
necessary to appropriately share the equipment frequencies among these ports
while retaining adequate sampling of the remainder of the equipment spectrum.
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In the case of user-supplied spectra (say from test data), he will
want to include sufficient frequencies (up to a maximum of ten) in his
input data for the port to appropriately represent the spectrum of interest.
The program will quantize these port spectra to the equipment sample
frequencies. The analysis will include frequencies corresponding to the
input port frequencies only if the user also assigns them to the equipment
sample frequency table. Clearly, the user cannot assign ten independent
spectrum values to all fifteen ports of an equipment and expect the program
to perform analyses at all of these frequencies because of the ninety
frequency lkit for the equipment.

It will be appreciated that, for the majority of situations, this
general independence of the equipment frequency table from the port input
data frequencies is advantageous. This arrangement allows the user to
change the equipment frequency table without the necessity of also changing
the frequencies of all the ports. However, t•ae flexibility is present to
achieve coincidence of port and equipment frequencies if the user wants
this.

2.2.3 Programed System Equations and Their Program Application

With quantized spectra established for emitters and receptors in
accordance with the procedures aescribed in the foregoing material, the
stage is set for describing the equations used and the operation of the
program in determining E41 Margins and in performing spectrum adjustments.

2.2.3.1 Emitter Adjustment - After the initial spectra have been computed,
the initial operation in SGR is to compute the power incident at a particular
receptor's terminals (say the ith receptor) from an emitter (say the jth
emitter) in the emitter array coupled to the receptor. Narrowband and
broadband power are computed separately, and the objective is to compare these
power levels with the susceptibility levels of the receptor for determina-
tion of resultant point EMI Margins. The power computation is performed as
follows:

P Tij ( JN(fk)Tij k + rJB(fk)ij (Afk) B (23)

where

PTij (f k) power ( in watts) transmitted from emitter j to the terminals

of receptor i contained within a standard bandwidth, B,

PN(fK the narrowband emission power level of emitter J, at
emitter frequency fk (assumed piecewise constant),

P B(fk) maximum value of n f) in the Afk interval, of the emitter
(assumed piecewise constant),

T(Afk) the value of the power transfer function, Tij (f), at the
frequency fk'
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Afk = the frequency interval associated with the emitter sample

frequency, fks

and

B = ,a bandwidth factor associated with the power level in the kth

frequency interval. Table 4 is a list of rules followed by
the program in choosing the bandwidth factor to be used in
calculations. Bstd in this table has been defined in
Section 2.1.12.

With these power levels available at each sample frequency, the program
compares then with the assumed piecewise constant receptor susceptibility
levels. This comparison is accomplished by computation of narrowband and
broadband point DII Ajargins as follows:

A

-~i (fk jN( )S fk (24)
and

MB±j(fk) "- S (25)

where

Mtj (fk) - the narrowband point EMI Margin at the kth sample frequencydue to narrowband power at the receptor's terminal from
the jth emitter applicable in a standard bandwidth,

MJ '(fk) - the broadband point kbI Margin at the kth frequency due to
broadband power at the receptor's terminal from the jthemitter applicable in a standard bandwidth,

S t(fk) - the assumed piecrwise constant susceptibility of receptor
i at the kth frequency,

PJN(fk) - PjN(fk)Tij (Afk) - the assumed piecewise constant narrowband
oger at the terminals of receptor i due to emitter j at thekth frequency,

PJB(fk) " PjB(fk)Tij (Afk)B - the assumed piecewise constant maximum
value of broadband power at the terminals of receptor i due
to emitter j at the kth frequency.

These point EMI Margins are actually computed in dB and their forms are
accordingly

'Nij(fk) U P - Si(fk) dB (26)

and

HB1J(fk) P ( - SI(fk) dB (27)

0 dB 
(27)
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If interference conditions (margin greater than the user-defined
adjuptuent safety margin, asm) are found at any frequency, the program
adjusts the emitter non-required narrowband and broadband spectra such that
the margin equals-ash or to the adjustment limit. Figure 11 illustrates
the general approach to emitter spectrum adjustment. In the figure, a
considerable portion of the unadjusted quantized emitter spectrum is seen
to be above the quantized receptor susceptibility spectrum, indicating
electromagnetic interference. The program searches for pairs of ruceptor
frequencies straddling an emitter frequency and, vha•°e interference exists
in the non-required portion of the emitter spectr'ma, it adjusts the amplitude
at the emitter frequency downward to a level below receptor susceptibility
by -arm provided this adjustment can be accomplished within the adjustment
limit. It then back-searches through the receptor frequencies between the
present and previous emitter frequencies and adjusts the line segment formed
by these two points for compatibility at each receptor frequency. In the
example shown, all required emitter adjustments were achieved without exceed-
ing the adjustment limit. If interference is found in the required portion
of the emitter spectrum, no adjustments are made by the program. If both
narrowband and broadband spectra require adjustment at a given frequency, the
spectrum adjustment of each component is increased another 3 dB so that the
combined narrowband and broadband received signals are compatible. The
emitter adjustment procedure is described in detail in Section 5.1.2.2.
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S~The safety margin and adjustment limits are quantities that the user

defines and inputs to the program. Some guidelines for establishing their
values are now discuse-id.
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The adjustment limit (adjlim) is the maximum amount, in dB, from the
initial amplitude that the program will adjust each non-required spectrum
during specification generation. Thir prevents extremely stringent specifica-
tions from being generated. If, after a portion of a spectrum has been
adjusted to this limit and the receptor cannot be adjusted for compatibility,
an inteif,?rence ccndition persists, the program will print out a summary of
this interference so that the user can then decide upon special measures to
handle the problem.

The user must decide upon a value for adjlim for each port spectrum
and specify this value in his input data. No universal rule can be
stated regarding the value to assign to this quantity except to say that it
should correspond with realistic and economical EMI control measures and
should result in EMI limits that are verifiable using standard laboratory
instruments and procedures. A reasonable starting value could be guided by
the amount of the user specified initial displacement of the military
specification limit curves employed in the program for non-required spectra.
For example, if the spectra displacement factor (sdfs for emitters Lnd
sdfr for receptors) was chosen as 40 dB, then it might be reasonable to lct
the program adjust portions of a spectrum back to the military specification
limit level. Thus, in this case the user could also specify an adjustment
limit (adjlim) of 40 dB and would anticipate that the resultant adjusted
spectrum would be realizable.

The adjustment safety margin (asm) is a factor that the user specifies
at the system level. It is the minimum compatible ratio, in dB, of the
received power in each segment of a receptor frequency range to the receptor
susceptibility in that range. Where emitter or receptor spectra require
adjustment, the program will adjuat the spectra to this safety margin
provided the adjustment limit is not exceeded. Then, the spectra will be
piecewise compatible across the entire frequency range except for possible
interference in required ranges or wherever the adjustment limit prevents
achievement of compatibility (unresolved interference).

A single universally applicable value for the adjustment safety margin
(asm) is not advisable; user judgement is required in choosing a value of
asm for the particular system being considered. The asm should include,
among other factors, the uncertainty in measured data included in the program
input for emitters and receptors involved in a given E4I assessment.
Possibly the user could be guided in selecting a value for the asm by the
safety margins specified in MIL-E-6051D; i.e., a minimum of -6 dB margin
for systems in which electroexplosive devices (EED's) are not involved and
a minimum of -20 dB for systems that include EED's. With a value of asm
in this range specified for the system and with values of spectra displace-
ment factor (sdf) specified for each port, a survey run of the program would
then reveal to the user whether the asm and spectra displacement factors
were combining to generate reasonable interference limit specifications. The
information on which to base a judgement of reasonableness of limits (i.e.,
limits that are neither too stringent nor too relaxed) is provided by the
integrqted EMI margin available in the program output for each receptor.
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Returning now to the emitter aeOastment procedure, the power computations

and initial emitter adjustment aLe repeated for every single emitter coupled
to the ith receptor. The entire process is then repeated for every receptor
in the receptor array until, finally, all emitters have been adjusted to in-
dividual compatibility, if possible, with all receptors at every emitter and
receptor sample frequency across the common band of interest. This results
in a set of piecewise compatible EMI margins for every single emitter into
every single receptor. Both narrowbdUd and broadband margins have been
considered, as mentioned previously. it is clear that these margins are all
tentative at this point; emitters are, as much as possible, individually
compatible with receptors as a result of the foregoing procedure, but the
zompatibility of the combination of all coupled emitters to a receptor has
yet to be examined.

2.2.3.2 Receptor Adjustment - The next step in SGR is to compute maximum
total power from all emitters coupling to a receptor within each receptor
sample frequency interval and to compare this total power with the receptor's
susceptibility level in the manner described in paragraph 2.2.2.1 and
illustrated previously in Figure 9. The total signal is a composite,
representing the sum of the "maximum values" of signals occurring within
a given receptor sample frequency interval from all emitters coupled to
it. Thus, total composite signal point margins are computed (narrowband
and broadband signals are combined) from adjusted emitters. If these margins
indicate interference at any receptor sample frequency, the receptor
susceptibility level at that point is adjusted (except for frequencies
included in the receptor required spectrum) for compatibility with the
total received signal by the safety margin or to the adjustment limit.
This process is repeated for every receptor in the receptor array for the
system. Section 5.1.2.3 gives further details of the receptor adjustment
procedure in SGR.

The equation for computation of total emitter power at the ith receptor's
port in the kth receptor frequency interval is written as follows:

N

P Ti(f k)= ij(Af k)[PJN(fk)max + P JB(fk )max B] (28)

j=l
where

PTif = the total of the maximum values of combined narrowband
and broadband power from all emitters coupling to the ith
receptor in its kth frequency interval (assumed piecewise
constant),

th
PJN(fk)max = the "maximum value" of narrowband power from the j

emitter coupling to the Lth receptor in its kth frequency
interval,

PJB(fk)max = the "maximum value" of broadband power spectral density
from the j th emitter coupling to the ith receptor in its
kth frequei.cy interval,
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T ij(Ofk) the value of the power transfer function, T i (f), at the
receptor frequency, f' k

B the bandwidth factor associated with the receptor frequency,
fk'

NS - the total of all emitters in the system.

The equation for the total emitter signal EMI margin (using combined

narrowband and broadband maximum signals in each sample interval) is

-i(fk = Ti(fk)/Si(f k 
(29)

or, in dB

MTi(fk) = (f - Si(fk) dB (30)

The result of the emitter and receptor adjustment procedures described
thus far Is a set of adjusted emitter and receptor spectra that are piece-
wise compatible across their required frequency ranges except for possible
interference situations occurring in the required spectra of the emitters
and receptors and where the adjustment limits have prevented adjustments to
compatibility. The program thus prints out these sets of total signal EMI
margins, some of which may represent the unresolved interference situations
just described.

The next step in SGR is to return to the ,,ingle emitter-to-receptor
pair and to re-compute the EII margins rvsulting from the adjusted spectra
for both the jth ewitter and the ith receptor. Separate narrowband and
broadband margins are computed at each samplo frequency for the single
emitter input using the formulas of Equations (26) and (27) where the
received power values and receptor susceptibility level now include the
adjustments performed by the program. At each frequency these r-rgins are
now compatible or, otherwise, represent unresolved inteiference.

2.2.3.3 Integrated EMI Margin Calculation - If an emitter is adjusted
exactly for a zero dB EMI r gin relative to a receptor in one or more
sample frequency intervals, the integrated signal across the band may still
cause interference. As an aid in determining this effect, the program
computes, in addition to the margin at each frequency, an EMI margin
integrated across the entire frequency range of interest. This integration
is accomplished piecewise, from sample frequency to sample frequency. This
result is printed on the interference summary output for each emitter-
receptor pair. Also, the summation of the integrated margin obtained for
the total signal into each receptor is computed. Narrowband and broadband
integrated margin components are computed separately and summed.
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The approach to calculation of both the broadband and the narrowband
integrated margins was developed in considerable detail in Paragraph 2.2.1.2.
In that discussion the integration was performed over the frequency range
between two successive frequencies at whirh the point margins were known
in the program., From the above discussion of the procedure for emitter
adjustment it is cleaz that these point margins (both broadband and narrow-
band) were computed at all emitter and receptor sample frequencies involved
in an emitter-receptor pair analysis. Consequently, the program makes use
of all these data points in the computation of integrated margins. Integra-
tion over the entire coummon frequency range is achieved by summing the
integrals obtained from each of the contiguous frequency segments formed
by the succession cf emitter and receptor sample frequencies taken in
combination (a total of up to 180 frequency points across the band). If
the general frequency of this set ef points formed by the combined emitter
and receptor sample frequencies is denoted fr' then fr andr+l

respectively, the lower and upper limits of integration .n the integrals of
Equations (20) and (21) given previously.

The actual formulas used in the program in performing the computations
of integrated margin are presented in the following for both the broadband
and narrowband cases. These formulas employ the index, r, to denote one
of the set of combined emitter and receptor frequencies as described above.

The equation for broadband integrated margin encompassing the entire
common frequency range is given as follows:

MIBij g1 2B (31)

r=l
where

NC = the combined total of all emitter and receptor sample
frequencies in the frequency range from f10 to fhi'

f r B/f) df = r [fr+l frb12B f grB r)(a+l) afa

f
r

rgrBfr log e for a - -1;

= l2(g(r+l)B + grB)(fr+ - f) for Jal > 25

and
log1 0 (g(r+lB /grB) i rB(fr

Bf/(f )
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B - bandwidth factor applicable at each sample frequency.

Note that a straight line integration is used where the slope is steep
(lal > 25).

The g in the above formulas is seen to be exactly the broadband
margin density function derived from the piecewise constant broadband
point margins and employed in the integral of Equation (20). The functional
dependence on frequency is obtained simply from the equation of a straight
line connecting successive point margin densities in log-log coordinates.

The narrowband integrated margin across the entire common frequency
range is again a summation of terms of the form of Equation (22) over all
NC sample frequencies as follows:

NC

M (grN g(r+l)N)(fr+l - r(32)
INij r=l

where

P JN (f r)

BSi(f)

th thP PN(f r) narrowband power received by i receptor from j emitter
Ath
S i(f r) = susceptibility of i receptor

B= bandwidth factor applicable to the frequency segment from
f to fr r+l

The integrated margins computed by equations (31) and (32) are combined
to give a composite margin and this margin is then computed for each emitter
coupling to a receptor. The total integrated margin for that receptor is
then computed as the sum of the margins due to all N emitters. The compos-
ite integrated margin is accordingly given by:

N
s

MITi = i (MIBij + MINij) 33)

J=l

2.2.3.4 Use of Integrated DMI Margin - The total integrated Z4I margin
developed in the preceding section is used in Che interactive process
involved in interference limit optimization. It is provided Lo the user as
an overall measure of the compatibility of a receptor with its entire emis-
sion environment. From the earlier definition of the point margins (from
which the integrated margin is derived) it is clear that the integrated
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margin is an approximate measure of the total power present at a receptor's
detector compared to that receptor's standard response. Hence, the integrated
margin is an EMI figure-of-merit, indicating (within the accuracy of the
program approximations) how well spectra associated with a receptor have
been adjusted to minimize total received power compared to the standard
response.

The integrated EMI margin provides the interactive mechanism by which
the engineer is enabled to opt'mize the system EMI specification limits.
The engineer will probably exercise the program two or more times in an ef-
fort to optimize safety margins and adjustment limits toward values that
drive the integrated margin figures for the system receptors toward values
that are optimum in the sense that spectra are neither too stringently con-
trolled nor too relaxed. This interactive approach is desirable in the
interest of maximizing system economy and conserving system weight as these
are influenced by EMI controls.

To illustrate the interactive approach, it will be supposed that the
integrated margin for some receptor is a rather large positive number in dB.
The engineer will accordingly want to apply corrections to his input data to
drive this number, on the next pass through the program, to some moderately
negative value in dB. This could be accomplished by applying corrections to
all spectra, i.e., increasing the safety margin. However, the greatest
economy should result if the corrections are limited to only those particu-
larly offensive interferers or especially susceptible receptors. These are
identifiable in the program printout of the interval-by-interval EMI margins.
The engineer can thus decide upon selective corrections to be made aimed at
curing the actual offenders without penalizing (over-specifying) the remain-
ing portions of spectra. A specific example of such a selective corrective
measure would be a decision to shield a wire or, possibly, to relocate a
wire.

r It is clear from the discussion thus far that a "good" integrated margin
is probably one whose value in dB is moderately negative. Neither large
negative numbers nor large positive numbers are desirable since these repre-
sent, respectively, excessive (therefore uneconomical) interference control

and unacceptably high interference. It will be understood that a moderately
positive integrated margin may sometimes be unavoidable; a particular situa-
tion might involve unresolved interference from required signals or spectra
adjusted to their practical limit that will either have to be lived with or
else will require other control measures, such as blanking, to remove the
interference.
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Section 3

PROGRAM OPERATION

A brief discussion of the IEMCAP organization and overall logic flow was
presented in Section 1.5.5. In this section, the major routines are
identified and discussed to show the overill program operation. In sections
4 and 5, details of these routines and their subprograms are discussed.

As discussed in Section 1.5.5, IEMCAP consists of two sections which
are executed separately. The first section (IDIPR) reads, validates, and
decodes user input; manages and assembles the data for analysis; generates
the initial port spectra; and writes this data on permanent and working data
storage files. The second section, TART, uses this data and the transfer
models to perform specification generation, baseline survey, trade-off, and
waiver analyses.

3.1 IDIPR ROUTINES

The Input Decode and Initial Processing Routine (IDIPR) consists of four
basic subprograms. Figure 12 shows the overall logic flow through them and
identifies the basic functions and data files used by each. The four sub-
programs are the Input Decode Routine (IPDCOD), Initial Processing Routine
(IPR), Spectrum Model Routines (SPCMDL), and the Wire Map Routine (WMR).
The basic operation of these is discussed below.

3.1.1 Input Decode Routine

All user program control and data inputs to IDIPR are on punched cards
in a free field format. Basically, the inputs are in the form of statements
in which the parameters may be punched into any columns in the cards. The
basic format is a keyword, an equals sign, and the parameters separated by
commas. Blanks are ignored so that entries may be indented and grouped for
clarity. The parameters and subparameters on these cards must be in the
prescribed order. Examples of these input statements are

EXEC = SGR, NEW

and

SYSTEM = AIR, 0, 0, 0, -6., -100

The first is a control statement which directs the program to execute
specification generation from new data. The second is a data entry defining
the system as an aircraft and giving basic run parameters applying to the
system. This format is discussed in detail in Volume II of this manual.

The IPDCOD reads these cards, decodes them, and tests for a number of
possible errors. Syntax errors, such as two commas in a row, an invalid
code word, etc. are included in these checks. Also, IPDCOD checks for the
proper number of parameters and subparameters for the particular type of
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entry and proper order in the hierarchy. If an error is found, the card
contents are printed along with a diagnostic message explaining the nature
of the error. The card is deleted from the processed data, and processing
continues. The error-free data is written on a file called the Processed
Input File (PIF) for temporary storage. If there were no errors during
input decode, the program continues into the Initial Processing Routines.
But if there were errors, the program stops unless overriden by user
directive. (This user option to cancel the normal error stop is available
for certain runs as discussed in detail in Volume II.)

3.1.2 Initial Processing Routine

For any given run, the system to be analyzed can be defined from card
input only, from data stored during a previous run on an Intrasystem File
(ISF), or from the old ISF data modified by card input. IPR assembles this
data and processes it for analysis. In doing this, it performs three basic
functions.

The first function is to merge the data from the old ISF with card input,
if required. The data from the old ISF and the PIF, which contains the
decoded input card data, are compared. Data from the old ISF may be deleted,
replaced by new data from the PIF, or new data may be added.

During this process, the second function, generation of initial spectra,
is performed. When a new equipment is encountered, the sample frequency
table is generated, as discussed in Section 1.5.3. When a new or modified
port is encountered, the Spectrum Model Routine (SPr!DLo is called to
generate the spectrum amplitudes at the sample frequencies.

The third function is to write the processed input data and initial
spectra onto a new ISF ior future runs and onto a number of working files
for analysis. All data processed is also summarized in a printed report.

The working files provide intermediate storage between IDIPR and TART.
A number of files are used so that the data can be divided for efficient
analysis and consecutive files can be used. Use of consecutivC files is in
accordance with USA Standard FORTRAN and allows adaptation of iEMCAP to
computers without random access files.

During IPR processing, additional error checks are made. If an error
is encountered, a diagnostic message iq printed and the program continues.
Basically, errors detected are those in the merge and model input parameters,
such as a pulse width exceeding the period between pulses.

3.1.3 Spectrum Model Routines

These routines compute required and non-required spectra for emitters
and receptors using mathematical models. (These are discussed in detail in
Sectior, 6.) The spectrum routines can be grouped as follows:
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"o Required Emitter - These compute required emission spectra from
user-supplied parameters. They include various RF modulation types
such as AM, FM, SSB, and chirp radar as well as signal waveforms
such as rectangular pulses, sawtooth, and damped sinusoid.

"o Required Receptor - These compute required susceptibility spectra
from user-supplied parameters. The susceptibility is assumed to
have a flat frequency response over the required frequency range if
not user supplied spectra. For RF receptors, the user-supplied
susceptibility level is used, while for signal or control receptors,
a susceptibility of twenty dB below the operating level is assumed.

o Non-required Emitter - These compute non-required emission spectra
based on MIL-STD-461A, MIL-I-6181D, or MIL-STD-704 specification
for RF, signal/control, equipment cases, and power lines.

o Non-required Receptor - These compute non-required susceptibility
spectra, based on HIL-STD-461A or MIL-I-6181D specifications for
RF, signal/control, equipment cases, and power lines. An electro-
explosive device model is also included.

3.1.4 Wire Map Routine

A bundle is defined as a group of wires which, for at least some portion
of their length, can rim next to each other. To specify the routing, seg-
ments are defined in which no branching or change of direction takes place.
The end points of the segments are identified and located in the system by
giving their coordinates. Complex "trees" of segments can thus be specified.
The routing of individual wires through the tree is specified by giving the
segment end points through which the wire passes.

The Wire Map Routine (WMR) processes the data in the above form and
generates cross-reference map arrays relating wires, segments, end points,
and ports. These map arrays are written onto the Wire Map File for use
during analysis.

3.2 TART ROUTINES

The Task Analysis Routine (TART) section of IEMCAP performs the desig-
nated analysis tasks. The functional flow and major components of TART are
shown in Figure 13. First, TART reads the system data and run parameters
from the files generated by IDIPR. Then the appropriate task driver routine

is entered. If the task specified is SGR, the Specification Generation
Routine (SGR) is entered; otherwise the Comparative EMI Analysis Routine
(CEAR) is entered. These two routines interface with the working files,
coupling path model, and analysis routines to perform the specified task.
The coupling path routines determine if a path exists and computes the
transfer ratio if it does. The analysis and spectrum adjustment routines
use the emitter, receptor, and transfer ratio spectra to compute the
received signal and EMI margins for emitter-receptor port pairs as well as
the total signal from all coupled emitters into each receptor. These routines
also adjust the non-required spectra for SGR runs.
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3.2.1 Specification Generation Routine

This section of the program determines the EMC test limit specifications
for the non-operationally required portions of the emitter port output and re-
ceptor port susceptibility spectra such that the system is compatible (where
compatibility is possible). The user specifies the applicable MIL-STD-461
or MIL-I-6181D limits (plus or minus a displacement, if desired) for each
port which are used by IDIPR to generate the initial spectra. These are
used as a starting point by SGR, which revises the spectra, where possible,
to produce a compatible system. SGR also supplies a list of interference
situations which cannot be resolved by EMC specification limit adjustments.
These cases require other techniques such as blanking, rearrangement of
equipment locations, and the like.

EMC specifications will normally be generated during the conceptual
phase of system development or when new subsystems are added to an existing
system. The limits generated are furnished to the subsystem builder as a
part of the overall subsystem specification. Since these subsystems will
be under development, very little will be known about each equipment except
for basic inputs and outputs and locations within the system. These
specifications will therefore be based on the best available data. At a
later date, the specification can be regenerated with more precise data, or
the waiver analysis routine can be used to test specific deviations from pre-
viously computed specifications.

3.2.2 Comparative EKI Analysis Routine

CEAR performs the baseline survey, trade-off, and waiver analysis tasks,
as discussed in Section 1.5.5. During the baseline survey, EMI margins are
computed between coupled emitters and receptors as well as from the total
received signal and environmental field into each receptor. This data is
stored on a permanent file, called the Baseline Transfer File (BTF), for
future runs. SGR also generates this file during its run.

For trade-off and waiver analyses, CEAR computes the EMI margins between
added ports or changed ports, and compares these to the data stored on the
BTF. A summary of each situation showing the baseline and modified system
margins and the change is printed. The compara'ive analysis provides a
variety 4f uses as a design aid to assess the effect of:

"o Added ports

"o Any change in an existing port spectrum, connection, location,
antenna gain, wire shielding, etc..

"o Any change in the system such as added obstacles výtween antennas,
aircraft model parameter changes, etc.

"o A shift in a portion of a port spectrum (specification waiver
analysis).
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3.2.3 Coupling Model Routine

This routine determfnes if a coupling path exists between two ports.
If a path exists, the appropriate math model routines are used to compute the
transfer ratio of all frequencies of interest. The models are:

o Antenna-Coupled Transfer - This includes antenna-to-antenna and
antenna-to-wire coupling on an aircraft (winged vehicle), a space-
craft (wingless vehicle), and over ground. Antenna model., and
shading (diffraction) models for propagation around wings and
fuselage are included.

o Wire-to-Wire Transfer - These routines compute coupling within a
wire bundle. Transfer models between open, shielded, and double
shielded wires with both balanced and unbalanced configurations
are included.

o Case-to-Case Transfer - This model computes coupling resulting from
electromagnetic leakage from equipment cases.

o Filter Models - These routines compute losses due to filters between
the emitter and receptor ports and the coupling medium. Models for
single tuned stage, Butterworth, low-pass, and band reject filters
are included.

o Environmental Field Models - These routines compute the coupling of
external and internal environmental electromagnetic fields, if
present, to receptor ports.

3.3 DATA STORAGE FILES

There are three types of files used by IEMCAP for data storage:
permanent, working, and scratch. Permanent files are generally tape or
disk and used to store data and analysis results for use in subsequent runs.
Work ng files are usually disk and provide temporary storage for the data
in a form for use by the various analysis routines. They also provide
intermediate data storage between IDIPR and TART. Scratch files are used
for temporary storage within IDIPR and TART.

3.3.1 Permanent Files

These files are generally saved after a run or are input from a
previous run. They are the old and new (updated) Intrasystem Signature
Files and the Baseline Transfer File. A description of these follows:

Intrasystem Signature File (1SF) - This is als' called the Intrasystem
File (the two terms are used interchangeably). It contains all of the input
data defining the system and the port spectra. Fach time IDIPR is run, a
new ISF containing any updates is generated. Hence the ISF is a data base
file which can be maintained to incorporate any changes to the system design.

69



In a given run, there may be up to three ISF's. The old ISF, if
present, was created during a previous run and is used as input to the given
run. The new ISF is generated by IDIPR during the given run containing
updates from card input, if present. If SGR is being run, an additional
new ISF is generated during the TART execution. This file is the same as
the IDIPR generated new iSF except it contains the adjusted port spectra.

Baseline Transfer File - This file is generated by TART during SGR or
survey runs and concains the received signals, transfer ratios, and EMI
margins for all coupled port pairs and from the total signal and environ-
mental field into each receptor at all frequencies. It is an input to TART
for waiver analysis and trade-off analysis runs.

3.3.2 Working Files

These files may or may not be saved for a given run, depending on
* whether IDIPR and TART are run independently or are run consecutively as

one job. If run separately, for example to check the input data for errors
only, the working files must be saved for TART. They can also be saved
for restart in the event of errors. These files are as follows:

Unadjusted Emitter Spectrum File (UESF) - This file, as generated by
IDIPR during initial processing, contains the initial b::v.ýband ar.i narrow-
band spectra for all emitter ports. During specification g,'neratioi, runs,
SGR adjusts these spectra and writes them on the Adjusted Lmitter Spectrum
File (AESF). After all emitters have been examined and adjusted in conjunc-
tion with a given receptor, the AESF and UESF are swapped, and the prccess
is repeated for the next receptor. For analysis tasks other than SGR, the
UESF is used only as input by TART since no spectrum adjustments are made.

Unadjusted Receptor Spectrum File (URSF) - This file is the same as
the UESF above except it contains receptor port spectra.

Emitter Equipment Data File (EEDF) - This file, built during initial
processing, contains all equipment and port parameters except the port
spectra for emitter por~s. Because TART selects each receptor and analyzes
all emitter ports ia conjunction with it, data for emitters and receptors is
placed on separate files for efficient processing. If a given port is both
an emitter and receptor, the data is on both files.

Receptor Equipment Data File (REDF) - This is the same as the EEDF
ibove except it contains receptor data.

Wire Bundle File (BUNDLE) - This file, built during. initial prLcebiir'9
contains all wire bundle data fir the system. This Aati is in the or;
specified in IDIPR input data as aescribed in Se.:tion 3.1.4.

Wire Map File - This filc, built during initial processing, Jrtai:,
processed wire bundle data in the form of cross-reterence map array-,
generated by the Wire Map Routine (Section 3.[. .1. This 6 ta is useu as
input to the wire-to-wire and field-to-wire traasfer model r&iý_ines in .\rtT
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Array - This file, built during initial processing, contains basic
system data, control flags, data change codes, and other data for use by
TART.

3.3.3 Scratch Files

These files are used completely within either IDIPR or TART for
temporary data storage. They are generally not saved after a run, but some
share the same physical file as a permanent or work file which is saved.
The PIF may be sailed for restart. These files are as follows:

CARDIN - This file is used by IDIPR to store the card images of the
input cards during input decode. It is later overwritten and used as the
Wire Map File.

Processed Input File (PIF) - This file is built by IDIPR during input
decode. For new jobs (no old ISF exists), the format of the PIF is the
same as the ISF except there are no emitter and receptor spectra. For
modify (updating an old ISF) jobs, the system data is not written on the
PIF, but the equipment and wire bundle data are written in the same format
as cn the ISF.

Adjusted Emitter Spectrum File (AESF) - This file is used by TART during
specification generation and contains the adjusted spectra for the emitter
ports. The logical unit switches back and forth between AESF and UESF files
each time the emitter spectra are re-adjusted as discussed above for the
UESY.

Adjusted Receptor Spectrum File (ARSF) - This file is the same as the
AESF except that it contains the adjusted receptor spectra.

SGR Scratch File (___ )- This is used during specification generation
ut store adjusted emitter spectra and transfer functions used in the
determination of unresolved interference. The logical unit used is the one
which was not used to store the final adjusted emitter spectra.

Scratch Tzansfer File (SCHTR) - This file is used by TART during
specification generation and contains the transfer ratio from each coupled
emitter into the receptor at each frequency.

3.4 RESTART CAPABILITY

k IEMCAP saves analysis results at several stagea of execution and provides
file updating capability to use these on subsequent runs to avoid re-procecsing
data. During Input Decode, error-free data is written to the Processed
Input File. If errors occur during decoding, IDIPR halts after printing all
,:rrors and offending cards. The user can use the PIF as he does the old 1SF

file and update it with corrected data on the following run. An option also
allows the user Lo proceed into Initial Processing even though errors
occurred. Spectra will be generated for those ports which the data was found
error-free. The results of Initial Processing, which performs file updates



and generates initial spectra for new and modified ports, are saved on theISF. This file can be updated as many times as are needed until the useris satisfied with the result. If the SGR/CEAR option has been selected andprovisions made to save the work files, the user is ready to run TART when-ever IDIPR executes without error.
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I Section 4

INPUT DECODE AND INITIAL PROCESSING ROUTINE

This section describes the detailed operation of the IDIPR routines and
subprograms discussed in general in Section 3.1.

4.1 INPUT DECODE ROUTINE (IPDCOD)

As discussed in Section 3.1.1, IPDCOD reads, decodes, and checks for
errors all card input to IDIPR and writes the results on the Processed Input
File. The inputs are in the form of statements consisting of a keyword, an
equals sign, and a number of parameters separated by commas. The general
form is

KEYWORD - Pip P21 P3 ' ... Pn

KEYWORD identifies the type of data. For example, EXEC indicates execution
control parameters, and FUSLGE indicates aircraft fuselage parameters. The
parameters may be numbers, specific alphanumeric codes, or user-supplied
alphanumeric identification names (ID's). For most keyword types the number
of parameters is fixed, and the proper number must be given or an erroc
results. In some cases, a parameter is replaced by a set of subparameters
enclosed in parenthesis. For example

S~~~r----P3

KEYWORD = t I, P2p (SP' sp 2  ... ), ...P1. sp n

Each set of subparameters counts as one in the parameter count. For modify
runs, in which an old ISF data is updated by card input, the keyword is
followed by an M, D, or A in parenthesis to indicate that the data is to be
modified (data on the card is to replace the old ISF data), deleted, or
added. (See Section 2.3 of Volume II for a detailed description of the input
format.)

The IPDCOD routine flow, in which these cards are decoded and stored,
is shown in Figure 14. A card is read, and the individual characters placed
into storage arrays. Blanks are suppressed. If the last non-blank charac-
ter is a corima, indicating continuation, the next card is read and its
contents a.e aippended. This continues until a 10 card "supercard" is con-
structed ni until a card is found not terminated in a comma. Each card is
temporaril, stored on the file CARDIN for later listing.

The portion of the supercard array prior to the equals sign is decoded
first. Each character in the array is examined in sequence until an equals
sign is located indicating the end of the keyword. If no equals is found,
to be valid the keyword must be EODATA. This indicates the end of data and
is the only card allowed without an equals sign. An error message is printed
if this is not the case. If there was an equals sign and the job is a modify
run, the presence of a modify code in parenthesis just before the equals is
tested. If not present, the status is assumed to be add.
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Next, the first two characters in the keyword are compared to the internal
table of valid keywords. If no match is found, an error is printed. If the

keyword is found, a numeric code equivalent is assigned and stored.

The remainder of the supercard following the equals is then scanned.

When a delimiter (comma or parenthesis) is encountered, indicating the end
of a parameter, the parameter is tested to determine if it is a number or an
alphanumeric code or ID. If a number, its value is determined and stored.
If alphanumeric, the characters are temporarily stored. After the supercard
has been scanned, each of these alphanumeric parameters are tested to deter-
mine if it is an ID or a code. If it is an ID, the characters are packed
into one word using the IENCAP internal code. (See Volume II, Section 4.3

* for explanation of this code.) If the alphanumeric code is not an ID it
must be one of a number of specific codes associated with the keyword. The
first two characters are compared to the list of valid codes, and if valid, an
equivalent numeric code is assigned and stored. If the code is invalid, an
error message is printed. After the alphanumeric parameters have been pro-
cessed, the number of parameters detected is checked against the number
associated with the keyword, and an error message is printed if incorrect.

If there are no errors in the supercard, the parameters are stored in
appropriate arrays. If there was an error, the card is deleted, i.e., the
data is not stored; and a message to this effect is printed.

System level data (system parameters, flags, common component parameters,
etc.), subsystem data, and wire bundle data are stored on the PIF. The sub-
system data (equipment, port, and source/receptor hierarchy) is stored by
equipment. Likewise, the wire bundle data (bundle, segment, endpoint, and
wire hierarchy) is stored on the PIF by bundle. The routine continues pro-
cessing input cards until the EODATA card is read. A complete listing of all
input cards is then printed, and the routine returns control to the main
program.

In the program the functions described are performed by a number of
subroutines. The basic subroutine is CARDIN. See the IEMCAP Computer
Program Documentation for further program details.

4.2 INITIAL PROCESSING ROUTINE (IPR)

As discussed in Section 3.1.2, this routine assembles the data for a
given analysis and interfaces with the spectrum model routines to generate
the initial spectra. It then generates a new ISF and the working files.
The basic subroutine containing IPR in the program is MERGE. A functiunal
flow diagram of IPR is shown in Figure 15.

For any given run, the job status is either new, old, or modify. For a
new job, the data is entirely from card input stored on the PIF; for an old
job, entirely from an old ISF; and for a modify job, from old IF data updated
by card iaput stored on the PIF. The first step in the routine, therefore, is
to set the appropriate control variables for the proper input files. If the
job status is new, the primary input is from the PIF. Otherwise the primary
input is from the old ISF. For modify jobs, a secondary input is tha PIF.
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The system level data is processed first. The baseline system data is

read from the primary input (PIF or old ISF as defined above). If the job
) status is modify, the newly defined system data is still in core from IPDCOD.

The new data is merged with (i.e., used to update) the old data as read from
the old ISF. If not a modify run, the merge operation is skipped. When
IDIPR is run alone to check input data, the user can control the generation
of the new ISF. Otherwise, it is automatically generated. If it is to be
generated the system data is written on the new ISF and printed in the report.

The subsystem data is processed next. All equipment, port, and source/
receptor parameters associated with a given equipment are read from the
primary input. If the status is modify, the updating data is read from the
PIF and used to add, delete, or replace the primary input parameters, as
required. After this, any missing or zero parameters for which default valuLs
are available are identified, and the default values are assigned. Thn3 spec-
trum sample frequency tables are generated next if non-existent or changed.
The equipment processed data is then written on the new ISF, on the emitter
and receptor equipment data working files, and printed in the report, as
required.

The routine then generates initial spectra for ports which have been
added or modified using the spectrum math model routines. This process is
discussed in detail in Section 4.3. All spectra are written on the unadjusted
emitter and receptor spectrum working files, the new ISF, and printed in the
report, as required.

When all equipments have been thus processed, the routine then processes
the wire bundle data in a similar manner. The bundle, segment, endpoint, and
wire parameters associated with a given bundle are read from the primary
input. If necessary, it is merged with data from the PIF, as with the equip-
ment data. The processed data is written on the Wire Bundle File, the new
ISF, and printed in the report, as required. The above is repeated until all
bundles have been processed.

The Wire Map Routine is then called to generate the cross-reference
arrays which are written on the Wire Map File. This routine is discussed in
Section 4.4.

Finally, the routine writes the basic run parameters and control flags
on the array file. It then returns to the main program.

4.3 SPECTRUM MODEL ROUTINE (SPCMDL)

This routine interfaces the 1PR and the various math model routines which
compute the port spectra. IPR provides the table of sample frequencies
associated with the equipment and the user-defined input parameters for the
port spectra. From these, SPCMDL utilizes the appropriate math model rou-
tines to generate tables of amplitudes quantized to the sample table frequen-
cies over the range for the particular port type ('lable 1). The quantlzation
process is discussed in Section 2.2.2.1.
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Figure 16 shows the flow through SPCIDL. Emission spectra are computed
first. The routine selects a sample frequency from the table and determines
the interval boundary frequencies. (See Section 2.2.2.1). It then deter-
mines if the port is an equipment case. If so, there is no termination
impedance or required frequency range. The maximum broadband and narrowband
emission levels and the minimum susceptibility level in the interval are
determined. Tht:7e is a provision in which the user may provide his own
narrowband or broadband spectrum or both for an equipment case. User pro-
vided spectra for an equipment case overrides the military specification
levels of MIL-STD-461A and MIL-I-6181D. The user spectrum is quantized to
the selected sample frequency.

If the port is 'not an equipment case, it has a termination impedance,
and the magnitude of the impedance is evaluated. (See Figure 1 for impedance
configuration.) SPCKDL then checks the port type. If it is a powerline or
an electroexplosive device (EED), there is no required frequency range. The
appropriate model is called to determine the spectrum levels.

If the port is not one of the above types, it is either a radio
frequency (RF) or a signal/control port and has a required frequency range.
The zample interval is tested to determine if any part of it is within this
range. If so and the spectrum is user-defined by frequencies and amplitudes,
LOGLIN, which determines the maximum emission and minimum susceptibility
level within the sample interval, is called. For an RF port a user frequency
is relative to the carrier. In this case, SPCMDL positions the defined RF
spectrum about the carrier before quantization. If an RF port carrier is
tunable, the carrier is positioned at the frequency closest to the sample
frequency as the worst case before the minimum or maximum level in the
interval is determined.

If the sample interval is within the required range and the spectrum is
not user defined, the Required Emission Spectrum Model driver (SCARFE) or
Required Susceptibility Spectrum Model driver (SCARFR) is called, which in
turn calls the appropriate math model routine to compute the spectrum level.
All of these models produce curves which are monotonically increasing or de-
creasing or at a peak within the sample interval. If the peak (or minimum
for susceptibility) is within the interval, this level is used. If the
curve is increasing or decreasing, the model is called at each boundary fre-
quency, and the maximum or minimum of these levels is used. For RF ports,
the carrier, if tunable, is positioned ap close to the sample frequency as
allowed by the tuning range.

If the sample frequency is outside the required range, the MIL-STD-461A
or MIL-I-6181D curve evaluation routines are :alled, and the maximum or
minimum level (including the displacement factor) is determined. For RF
ports, the sample interval is tested to determine if a carrier harmonic is
contained within the interval. If so, the level at the harmonic is used
if greater than the military specification level previously computed.
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The sampled spectrum level is stored, and the above process is continued
until levels have been determined at all sample frequencies within the
frequency range for the port type for emission and/or susceptibility as
required. The adjustment limit curve amplitudes are then computed from the
spectra. At each sample frequency, the spectrum adjustment limit displacement
factor (adjlim) is added to the emission spectrum levels and subtracted from
the susceptibility levels. These displaced levels are stored along with the
spectrum levels. The routine then returns control to the IPR.

o Unrequired Spectrum Models (M461, M6181, M704)

These subroutines provide the spectrum specifications corresponding to
MIL-STD-461A, MIL-I-6181D or MIL-STD-704. When linear interpolation is
required, the subroutine LOGLIN is called by these routines, which determines
the maximum or minimum level in the sample interval. The initial spectrum
displacement factors, sdfs and sdfr, are added to or subtracted from these
levels respectively for emitters and receptors.

o Required Emission Spectrum Models (SCARFE)

The routine SCARFE (see Figure 17) calculates the required spectrum
levels of a signal/control or RF emitter. For an RF port SCARFE calls one
of four subroutines, depending on the modulation/signal (MODSIG) code.
For a simple CW signal, it calls the subroutine CW; for pulse modulation,
it calls subroutine PULSE; for a radar (pulse modulated RF), it calls sub-
routine RADAR; and f'r analog modulation, it calls subroutine ANLOG. The
AANLOG routine, in turn, calls VOICE, clipped voice (CVOICE), non-voice
(NVOISE), or frequency modulation (FM). For a signal or control port, SCARFE
calls the subroutine SIGCON, which also may call VOICE or CVOICE. These
models are discussed in detail in Section 6.

o Required Susceptibility Spectrum Models (SCARFR)

The routine SCARFR (see Figure 18) calculates the required susceptibility
spectrum levels of a signal/control or RF receptor port. For RF ports, the
user-prodided sensitivity is used; otherwise the susceptibility is set to
20 dB below the operating voltage or current.
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Section 5

TASK ANALYSIS ROUTINE

This Task Analysis Routine (TART) section of IEKCAP performs the four
basic analysis tasks previously discussed. The functional flow and major
components of TART are shown in Figure 13. First, TART reads the system
data and run parameters from the new ISF and Array files as generated by
IDIPR. Then the appropriate task driver routine is entered. If the task
specified is SGR, the Specification Generation Routine (SGR) is entered,
otherwise the Comparative EMI Analysis Routine (CEAR) is entered. Those
two routines interface with the work fles, coupling path model, and analysis
routines to perform the specified task. The coupling path routines determine
if a path exists and compute the transfer ratio if it does. The analysis and
spectrum adjustment routines use the emitter, receptor, and transfer ratio
spectra to compute the received signal and EMI margins for emitter-receptor
port pairs as well as the total signal from all coupled emitters into each
receptor. These routines also adjust the non-required spectra for SGR runs.

5.1 SPECIFICATION GENERATION ROUTINE (SGR)

5.1.1 Description

SGR attempts to adjust the non-required portions of the port spectra,
initially computed in IPR, to produce a compatible system. These spectra
are limits. That is, an emitter cannot generate outputs greater than the
non-required spectrum levels, and a receptor cannot respond to received
signals less than these levels or interference will result. For the
analysis, each port is assumed to emit and respond at these levels. For
each emitter-receptor port pair in the system with a coupling path between
them, the received signal is computed using the assumed maximum emission
levels. This signal is compared to the assumed minimum susceptibility levels
over the frequenc) range, and where the susceptibility level is exceeded in
the emitter non-required range, the emission levels are reduced such that
the margin is equal to the user-defined adjustment safety margin (asm) or
to the adjustment limit level whichever is greater.

When each emitter has been adjusted in conjunction with each receptor,
the receptor spectra are adjusted. The received signal from each emitter
with a zoupling path to a given receptor is computed using the adjusted
emission spectra and summed. The susceptibility spectrum levels are then
compared to this total signal, and where the level is exceeded in the non-
r-.,'Aired range, the susceptibility is raised such that the margin is asm
or to the adjustment limit level whichever is less.

As a result of this process, a set of port spectra are generated such
that the system will be compatible if not exceeded. These, then, are EMC
specification limits to which the equipment ports can be tested. The test
methods are discussed in Volume II, Appendix A.
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After the adjustment process, a number of port pairs may exist which are
still incompatible. This is called unresolved interference and results from
required emissions and responses, non-required spectra adjusted to their
limits, and from non-adjustable spectra of previously procured equipments.
Consequently, after receptor adjustment, SGR recomputes the interference
between adjusted emitters and adjusted receptors. If the maximum of the EMI
margin exceeds a user-specified printout limit (empl), the case is printed
as unresolved interference along with a summary of the spectrum levels and
the EMI margins.

5.1.2 Routine Operation

A flow diagram of SCR is shown in Figure 19. After all files are
tevound and pointers are initialized, the routine belpcts the first receptor
port and calls the Receptor File Read (RCPTRD) routine which reads the equip-
ment and spectrum data from the working files. SGR then searches for
emitter ports coupled to the selected receptor. The Emitter File Read
(EMTRD) routine is zalled to read the equipment and spectrum data for an
emitter port, and the Coupling Path (COUPLE) routine is called. COUPLE tests
the port pair type and connection to determine if a path exists, and if it
does, it calls the appropriate transfer model routine to compute the transfer
ratio at each emitter and receptor frequency common to the two ports. (The
operation of COUPLE is discussed in Section 5.1.2.1.)

If a coupling path does exist, the Emitter Margin Calculation and
Spectrum Adjustment (EMCASA) routine is called to adjust the emitter
broadband and narrowband spectra. (EMCASA is discussed in Section 5.1.2.2.)
The transfer ratio arrays are then saved on a scratch file for later use.
Also, a summary is printed showing the adjusted spectrum levels, adjusted
EMI margins, received signal levels, amount of adjustment, integrated EMI
margin, and other pertinent information. (See Volume II, Section 4.2 for
description and examples of SGR outputs.)

The emitter spectra, adjusted or not, are then written on the Adjusted
Emitter Spectrum File (AESF), and EMTRD is again callea to select the next
emitter. This process continues until the last emitter has been selected.
At that time, the emiLter work files are rewound, and the adjusted and un-
adjusted spectrum file logical unit indices are swapped. The emitter spectra
adjusted in conjunction with the currently selected receptor will now be
read and adjusted in injunctioa with the next receptor. This swapping of
adjusted and unadjusted files, therefore, results in cumulative adjustmelit of
the emitter port spectra in conjunction with all receptors.

After the above process has been repeated for all receptor ports, each
receptor spectrum is adjusted in conjunction with the total signal. The
first receptor port is again selected and the Receptor Signal and Spectrum
Adjustment Routine (Section 5.1.2.3) is entered. It uses the finally
adjusted emitter spectra and the transfer ratio arrays, previously stored
on the scratch transfer file, to compute the total signal at each receptor
from all emitters coupled to it and adjusts the susceptibility spectrum
accordingly. During this, the matched emitter spectra and transfer ratios
are temporarily stored on another scratch file.
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After each receptor spectrum is adjusted, the information stored on thib

second scratch file is used to compute the EMI margins from each coupled
emitter to the adjusted receptor. If the maximum of this margin exceeds empl,
the case is printed as unresolved EMI. The next receptor is then selected,
the total signal to it is computed, its spectrum is adjusted, and the coupled
emitters tested for unresolved EMI. This is repeated until all receptor
ports have been processed. The routine then returns control to the main
program.

The finally adjusted emitter and receptor port spectra are printed and
used to generate an ISF for use in future runs. Also, during the above
process, a BTF is generated containing the transfer ratios and EMI margins
for future trade-off and waiver analyses.

5.1.2.1 Coupling Path Routine (COUPLE) - This routine tests a port pair for
a coupling path between them. If a path exists, COUPLE identifies the path
type, determines the common frequency range, and calls the appropriate
transfer routine which computes the transfer ratio at the emitter and
receptor frequencies within the common range. If the emitter and/or receptor
have filters associated, COUPLE calls the filter model routine and includes
the filter factors in the transfer ratios.

A flow diagram of the routine is given in Figure 20. Upon entry into
COUPLE, it first tests for common equipment. If both emitter and receptor
ports are within the same equipment, they are assumed compatible, and no
path exists. If they are not in the same equipment, the port types are
tested for one of the paths shown in Table 5.

if there is a path, further culling may be necessary. For antenna-to-
antenna, the port pair is rejected if they share the same antenna. The
coordinates are checked, and if the same there is no path. For wire-to-wire
a series of tests are ma('e. To have a path, the wires of the two ports must
be in the same bundle. If in the same bundle, they must not be connected to

Sthe same wire except a power wire. If these requirements are not met, there

is no pe"h. For case to case, the locations of the two boxes are checked.
If they are in different compartments, there is no path. In any of the
above if there is no path, COUPLE returns to the calling routine and
indicates no path.

If there is a path, the frequency ranges of the two ports are examined
to determine the common range. If there is no overlap, the routine indicates
no path and returns. If there is, the range is determined, and the appropri-
ate transfer model routine is called to compute the transfer ratio at each
emitter and receptor frequency over the common range. These are the Antenna
Coupled Transfer Evaluation Routine (ACTFER) for antenna-to-antenna and
antenna-to-wire coupling, the Wire-to-Wire Transfer Function Routine (WTWTFR),
aod the Case-to-Case Transfer Function Routine (CTCTFR). If COUPLE is called
with the emitter Lusignated as an environmental field, the Environmental Field
Routine (ENVIRN) is called. if either or both ports have associated filters
the Filter Model Routine (FILTER) is called, and the filter factors are added
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Receptor Port Connection
Emitter Pert

cAnNew Monexposed Aperture. Equipment
Awre Exposed Wire Case

Antenna 1 0 2 0

Nonexposed 0 3 3 0
Wire
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Exposed Wire 0
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Codes
0 = No Path 3 = Wire-to-Wire
1 = Antenna-to-Antenna 4 = Case-to-Case
2 - Antenna-to-Wire

GP74 0267 121

TABLE 5
PORT COUPLING PATH CODES
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to the transfer ratio. (Detailed descriptions of these models are given in
Section 6, and the above routines are described in Section 5.3.) COUPLE then
returue to the call-Img routine.

5.1.2.2 Emitter Margin Calculation and Spectrum Adjustment Routine
_(EMCASA) - This routine computes the received signal and EMI margins for
port pairs and performs the emitter spectrum adjustment. A functional flow
diagram of EMCASA is presented in Figure 21 along with the basic analysis
equations; the symbols ised are defined in Table 6.

EMCASA can be used to compute EMI margins with or without the spectrum
adjustment. SGR uses this routine to adjust the emitter spectrum amplitude
where incompatibilites are found (i.e., positive EMI margins) for compati-
bility (zero margin) minus the user-specified safety factor (asm). SGR also
uses EMCASA to compute EMI margins and received signals without adjustment
for the recepto. total signal and unresolved EMI computations. CEAR uses
EMCASA for received signal and margin computations without adjustment.

EMCASA utilizes the emitter port broadband and narrowband spectra, the
emitter frequency table for these spectra, the receptor susceptibility
spectrum, the receptor frequency table, and the transfer ratios completed
by COUPLE at emitter and receptor frequencies. Since the emitter and
receptor frequency tables may differ, EMCASA uses a double-point frequency
scan technique in which two emitter spectrum points are selected, and the
receptor frequencies are sca:rmed for inrlusion between them. Log-linear
interpolation is used to obtain the emitter amplitudes at receptor
frequencies and vice versa.

The routine uses four frequency pointers in the double-point frequency scan.
The present and previous emitter table search frequencies are fes and fep,

* respectively; and the present and previous receptor table search frequencies
are frs and frps respectively. Upon entry into EMCASA (Figure 21), fes and
f . are set to the lowest common values in their respective frequency ranges.
T~e broadband and narrowband spectrum levels (PSN and PSB) and adjustment
limit levels (LSN and LSB) at fes are extracted from storage and held. The
receptor susceptibility level (Ss) at frs is similarly extracted. For the
first pass, the receptor search frequency is advanced to the next with the
present values designated as the previous values. Initially, therefore, frs
is at the secoLd to lowest common table frequency and frp is at the lowest.

EMCASA then advances frs and frn until chey straddle fes. The receptor
susceptibility (Ses) at the emitter hrequency fes is obtained by interpola-
tion between frp and frs using the equation shown. The received signal
levels, both narrowband and broadband, are then r..omputed at fes and used to
compute the EMI margins. If EMCASA is being used to compute margins only or
fes is in the emitter's required range, the routine branches to the back-
search section discussed below. If not, adjustment at fes begins by testing
for compatibility at fes, computing the broadband and narrowband required
adjustment amounts (ASN and ASB). These are computed by subtracting asm from the
margins. If both ASN and ASB are below zero, compatibility exists at f . If

94es
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TABLE 6

) FLOW SYMBOLS USED IN EMITTER MARGIN CALCULATION AND SPECTRUM ADJUST FLOW

MATH FLOW SYMBOL
SYMBOL DEFINITION

f EMTR SEARCH FREQes

f PREVIOUS EMTR SEARCH FREQ
ep

f RCPT SEARCH FREQrs

f PREVIOUS RCPT SEARCH FREQrp

PSN EMTR NARROWBAND SPECTRUM LEVEL AT f~SN es

P EMTR BROADBAND SPECTRUM LEVEL AT f
SB e

SS RCPT SPECTRUM (SENSITIVITY) LEVEL AT f

S RCPT SPECTRUM LEVEL AT fp rp

R RECEIVED SIGNAL (NARROWBAND)
N

RB RECEIVED SIGNAL (BROADBAND)

MS EMI MARGIN (NARROWBAND)

MSB EMI MARGIN (BROADBAND)

T(f es) TRANSFER RATIO AT f

B(f es) BANDWIDTH FACTOR

S RCPT SPECTRUM LEVEL AT f
es es

AN ADJUSTMENT AMOUNT (NARROWBAND)

AB ADJUSTMENT AMOUNT (BROADBAND)

asm ADJUSTMENT SAFETY MARGIN

LSN EMTR SPECTRUM ADJUSTMENT LIMIT LEVEL (NB)

LSB EMTR SPECTRUM ADJUSTMENT LIMIT LEVEL (BB)

f RCPT BACK-SEAPCr FREQ
rB

PBN EMTR SPECTRUM LEVEL AT f (NARROWBAND)

P EMTR SPECTRUM LEVEL AT f (BROADBAND)
BB rB
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TABLE 6 (Concluded)

MATH FLOW SYMBOL
SYMBOL DEFINITION

T(fr) ' TRANSFER RATIO AT f

B(frB) BANDWIDTH FACTOR AT frB

SB RCPT SPECTRUM LEVEL AT f rB

P BROADBAND EMTR SPECTRUM LEVEL AT f
pB ep

LpN NARROWBAND EMTR SPECTRUM LEVEL AT fep

L pN NARROWBAND EMTR SPECTRUM LIMIT AT f e

L pB BROADBAND EMTR SPECTRUM LIMIT AT f p
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not, either or both the narrowband or broadband signals are causing inter-
ference and must be adjusted. Since the broadband and narrowband are signal) components from the same source and add, ASN and ASB are tested to determine
if they are both greater than -3 dB. If they are, the composite signal will
be incompatible if each component is reduced only to the susceptibility
level. Hence, each received signal component is adjusted an additional 3 dB
below the susceptibility level by adding 3 dB to ASN and ASB. If ASN is
greater than zero, the narrowband emission spectrum level at fes is reduced
by ASN or to the limit LSN, whichever is greater. Likewise, the broadband
level is reduced by ASB or to LSB, whichever is greater.

The back-search section of EMCASA is then entered. During the preceding,
compatibility was established at fes and, during a previous pass, at fep.
However, there may be receptor frequencies between fes and fep where

incompatibilities exist. The back-search routine scans them and adjusts
the amplitude at fes and fep assuming log-linear line segments between them
in the emission spectra. The receptor back-search frequency, frB, is
initially set to frp (which is the first receptor frequency below fes since
fr and frs straddle fes). The emitter spectrum narrowband and broadband
emission levels (PBN and PBB) are computed by interpolation between fes and
fep using the equations shown. The transfer ratio, previously computed at
frB via COUPLE, is used to compute the received signal levels (RN and
RB). The EMI margins and adjustment amount at frB are then computed in the
same manner as the foregoing adjustment at fes. The 3 dB factor is added as
before.

The following adjustment procedure is then entered unless fes and fep
Sare required or EMCASA is being used to compute margins only. The routine

passes through this procedure twice, once for the narrowband and once for the
broadband component. To get to this point in the routine, either fep or fes
or both are non-required. But one may be required, and the routine tests for
this. If so, the emission level at the non-required frequency is adjusted
such that the received signal level at frB is reduced by the adjustment
amount or to its limit.

If both fep and fes are non-required, both levels are adjustable. The
routine adjusts these for compatibility at frB by, first, a parallel
adjustment equal to the adjustment amount or to the limit and, second,
rotating the line segment about the frB level such that the received signals
at fep and fes are equal. The rotation prevents an unduly stringent
adjustment at either fep or fes. However, the routine ensures during
rotation that the amplitude at either frequency is not raised above its
original levei.

When the above procedure has been applied to both narrowband and
broadband emission spectrum components, the next lower receptor frequency
is selected. The back-search process is repeated until frB is below fep.
At that time, the emission amplitudes at fe are stored, the values presently
at fes are transferred to fep, and fes is a~vanced to the next emitter
frequency. The routine then branches to the fes adjustment procedure, and
repeats all of the above. This continues until the highest common emitter
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or receptor frequency is reached, at which point ECASA returns to the
calling routine.

The following example of the EMCASA emitter spectrum adjustment
procedure is presented to illustrate the above. For simplicity, all
frequencies are assumed non-required, and there is no adjustment limit.
Also the broadband and narrowband signal components are treated as one.
Assume receptor suscepti!ility levels and received signal (emission level
less the transfer loss) upon entry into EHCASA as shown in Figure 22.

Receptor
/Susceptibility

R1  R2  R5 6//

tE E

E / E3  E4

p Received
RA SignalO(Emission less

Transfer)
R4

Log F'equency G-o74-267 67

FIGURE 22
INITIAL EMITTER SPECTRUM DIAGRAM

Initially, the emitter search frequency pointer, fes, is set to the
frequency of point E1 . Receptor frequency pointers frp and frs are
advanced until they straddle El, which places frp at the frequency of Rl
and frs at R 2 . The routine then interpolates between the frequencies of
RI and R2 to obtain the susceptibility at the frequency of E1 . The
received signal at E1 is compared to the interpolated susceptibility level;
and, since it is below, there is compatibility at E1. Then, fes is moved
to the next frequency (E 2 ); and fr and f are moved to straddle it. They
thus point to the frequency of R2 and R3 , respectively, as shown in Figure
23. Interpolating between R2 and R3 to obtain the susceptibility at the
frequency of E2 and comparing the signal level to it shows an incompatibility.
Hence, the amplitude of the emission spectrum at E2 must be reduced to E2 '
such that the received signal is below the susceptibility level by-asm. The
level at E2 ' then replaces E2 , and the back-search is entered. A check of
R2 shows compatibility, so fes is advanced to the next frequency, that eý
E 3 , as shown in Figure 24. The amplitude at E1 Is stored.

Since, compatibility exists at E3 , no adjustment ts made, and the back-
search routine is entered. The back-search frequency, frB, is initially set
to R5 . By interpolation between the present amplitudes of E2 and E3 , the
emission level at the frequency of R5 is obtained. This less the transfer
loss gives the received signal level at R5 . It is compared to the

susceptibility at R 5 to obtain the EMI margin, at which there is compatibility.
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Pointer frB is then mcved to the next lower receptor frequency which, as
shown in Figure 24, is R4 . Interpolation between E2 and E3 provides the
emission level of frB which is used to compute the received signal level and
the EM margin. Since there is incompatibility, the line segment E2 - E3
is adjusted. First, E2 and E3 are reduced by the same amount such that
compatibility exists at frB" This amounts to a parallel adjustment of the
line segment, as shown. Next, as shown in Figure 25, E2 is raised and E3
is lowered to equalize the received signal at both frequencies so that
neither emitter point is reduced to an undue level. This amounts to
rotating the line segment about the compatible amplitude at frB" E2' and
E3 ' replace the values of E2 and E3 , and the back-search continues.

Receptor
Susceptibility

R 1  R2  R5  R6  R7

in ISignal

- El

' Ii 'I I[E4

E2 -*SMFinally Adjusted Signal

fep frB frp fes frs GP4 0267 70

Log Frequency

FIGURE 25

ROTATION OF EMITTER LINE SEGMENT E2 '-E3 '
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1 With frB at R3 frequency, there is compatibility and no further adjust-

ment is made. The next lower receptor frequency, at R2 , is below fep SO

the back-search terminad•s. The finally adjusted amplitude at E2 is stored,
the values at fes are -ansfered to fep, fes is moved to E4 , and the process
continues. When fes eweeds the highest common frequency between the emitter
and receptor ports, the routine returns to the calling routine.

5.1.2.3 Total Signal Calculation and Receptor Spectrum Adjustment - After all
emitters have been adjusted in conjunction with all receptors, this routine
computes the total received signal into each receptor using the adjusted
emission spectra and adjusts its susceptibility spectrum for compatibility
to this signal. Physically, the controlling routine is contained in SGR and
calls three other routines. The Total Received Signal Routine (TORS)
computes the total signal and in turn calls the Integrated EHI Margin
Routine (EMINTS). It also uses EMCASA, A flow diagram of the controlling
routine is shown in Figure 26, and the symbols used are defined in Table 7.

Two scratch files are used. One contains the transfer data from the
emitter adjustment phase, and the second is used for the unresolved inter-
ference phase. These are used within SGR only and are released after the
run.

After a receptor is selected, the routine is entered, and all pointers
and arrays initialized. Data for the first coupled emitter is read from the
scratch transfer file, and the Adjusted Emitter Spectrum File is then
scanned to obtain its spectra. The received signal is computed using EMCASA
in the EMI margin only mode. TORS is then called. In TORS, each receptor
frequency is selected, and its sample boundary frequencies are determined.
Within the interval, TORS searches for emitter frequencies, and if there are
any, the received signal level at each is examined and the maximum of the
narrowband and broadband components are separately determined. The levels
at the receptor sample frequency are also examined, and the maximum narrow-
band and broadband levels of all those examined are selected. The antilc.
is taken of these selected signals, to obtain normalized power, and these are
added to the total signal array element for the receptor sample frequency.
Both the narrowband and broadband signals are included so that the maximum
composite signal from the selected emitter within the sample interval is
determined and added to the total. Thus, any narrow peaks near the receptor
frequency are included.

Note that incerpolation of the emission spectrum cannot be used to
obtain the signal at the sample interval boundaries. The transfer ratio
is known only at emitter and receptor frequencies, and the transfer cannot
be assumed to be log-linear between sample frequencies. hence, only signal
levels at sample frequencies are considered. The transfer ratio and emitter
spectra are saved on a second scratch file.

After the above has been performed for all receptor frequencies common
to the emitter, TORS returns control to SGR. SGR then reads the data for the
next coupled emitter and repeats the above until the total signal has been

. accumulated from all coupled emitters. It then scans through the receptor
frequencies. At each frequency, it converts t..e total signal back to dB
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TABLE 7

SYMBOLS USED IN RECEPTOR SPECTRUM ADJUSTMENT FLOW

MATH FLOW SYMBOL
SYMBOL DEFINITION

R T(F) TOTAL RECEIVED SIGNAL LEVEL

f RCPT ADJUSTMENT FREQr

S RCPT SPECTRUM LEVEL AT f
r r

L RCPT SPECTRUM ADJUSTMENT LIMIT AT f

M EMI MARGIN

A ADJUSTMENT AMOUNT

asm SAFETY MARGIN (USER-SPECIFIED)
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and computes the EMI margin to the susceptibility level. If the margin at a
given frequency is greater than asm and the frequency is outside the
receptor required range, the susceptibility level is raised by an amount
equal to the margin minus asm or to the limit, whichever is lower. The adjust-
ed receptor spectrum is saved on the Adjusted Receptor Spectrum File.

SGR then rewinds the second scratch file and reads the transfer ratio
and spectra for each coupled emitter. In each case, it calls EMCASA to
compute the EMI margin. If the maximum margin exceeds empl for a given
emitter, the case is unresolved EMI; and a summary of the margins, signal
and spectrum levels, etc. is printed.

5.1.2.4 Integrated EMI Margin Computation - TORS scans through the received
signal levels at emitter and receptor frequencies rs it computes the total
signal. During this, it calls the Integrated EMI Margin Routine (EMINTS),
which computes the narrowband and broadband components of the Integrated EMI
margin. The scan frequencies are supplied to EMINTS in numerical order
regardless of whether they are emitter or receptor frequencies. TORS adds
the narrowband and broadband components together to obtain the composite
integral between the scan frequencies. These composite integrals are summed
so that the integrated margin over the entire frequency range common to the
emitter and receptor is computed. This is converted to dB and printed in the
emitter adjustment, unresolved EMI, and other emitter-receptor pair EMI
summaries. The integrated margins are also added for all coupled emitters
to each receptor to determine the total integrated EMT margin, converted to
dB, and printed with the receptor spectrum adjustment and total signal EL4I
summaries. The computational methods used in EMINTS are discussed in

) Section 2.2.3.3.

55.2 COMPARATIVE EMI ANALYSIS ROITJINE

5.2.1 Description

Unlike SGR, which has ore specific purpose, the Comparative EMI Analysis
Routine (CEAR) is a multi-purpose analytical tool and EMC design aid. With
this routine, the user can determine EMI in the original (baseline) system
design, determine the effect of design changes as they are made, and obtain
aid in making trade-off decisions. It can be used independently or in con--
junction with SGR to provide a variety of analyses, as discussed in Section
3.2.2. The only restrictions on changes for comparative analyses (trade-off
and waiver) are:

"o No ports may be deleted

"o The frequency taola for an existing equipment may not be changed.
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5.2.2 Routine Operation

CEAR is divided into two basic sections, as shown in Figure 27. The
first section performs the baseline EMI survey and trade-off analyses
involving changes which affect the transfer. The second performs the
specificatiou waiver analyses and trade-off analyses involving spectrum
changes only. Consequently, the first test in CEAR determines which
section is to be used, as shown. The flow through Figure 27 will
depend on this test and the specified analysis task. The flow for each of
these is discussed below.

5.2.2.1 Baseline EHI Survey Analysis - If the baseline system is being
surveyed for EMI, CEAR selects a receptor, and scans through the emitters
using RCPTRD and EMTRD, as discussed for SGR (Section 5.1.2), except the
spectrum files are not swapped in EMTRD. COUPLE (Section 5.1.2.1) is used
to determine if a path exists and to call the appropriate transfer model
routines if it does. If a path exists, EMCASA (Section 5.1.2.2) is called
to compute the received signal and EHI margins at all common frequencies,
and if the maximum margin exceeds empl, the EMI summary is printed. Also,
the emitter ID, transfer ratio, and EMI margins are written on the BTF.
The EMI from the total signal and the environmental fields are also computed
and stored on the BTF. The routine selects the next emitter and continues
until all emitters have been examined in conjunction with all receptors and
returns to the main program.

5.2.2.2 Trade-Off Analysis with Transfer Changes - During the IDIPR portion
of a trade-off analysis, the modifications to system, port, wire, etc.
parameters are incorporated intu the data written on the working files.
IDIPR also generates a code for each port Andicating whether it is
unchanged or modified. If modified, the code indicates if changes are in
the spertra and/or port parameters. EMI is computed between the ports in
the modified system and compared to that stored on a previously generated
BTF (from either an SGR or survey run).

As shown in Figure 27, a receptor is selected in the modified system,
and its data is read from the working files. The first emitter -is selected,
!ts data read, and the change codes of both ports are checked to determine
if either was added to the system (i.e., not in the baseline). If so, the
routine proceeds as in the survey analysis to check for a path, and call
EMCASA to compute the EMI margins.

If neither port was added the routine checks the BTF to determine if a
path existed in the baseline system. The file match flag, initialized to
"true," is used to indicate a match between the emitter ID on the BTF and
that selected from the working files by EMTRD. The next test is of the
emitter and receptor change codes to determine if both are unchanged. If so
and a match exists between working file and BTF emitter subsystem, equipment,
and port ID's, the transfer and EM.T margins are read from the BTF to posi-
tion it to the next coupled emitter and the file match flag is reset to
"true." The next emitter is then selected.
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If either or both ports were changed, their change codes are tested to j
determine if the chani~es involve spectra only, indicating that there is no
change in the transfer ratio. If so, the baseline transfer and EMI margins
are read from the BTF, and this transfer is used by EMCASA to compute the
EHI margins for the modified ports. If there is a change in the path,
COUPLE is called to compute modified transfer ratio, and this is used byEMCASA.

Upon return from EMCASA, if either port was added a summary of the EKI
margins is printed for: the ports as in the survey analysis. If neither port
was added and the changes are of spectra only, a comparative summary is
printed showing the 12I margins in the baseline and modified systems and
the change. If there were path changes, the emitter subsystem, equipment
and port ID's from the working files are tested for match with those of the
BTF. If there is no match, there was no path between these ports in the
baseline system. A message so indicating is printed along with a summary
of the EMI margins of the modified ports. If the ID's match, there was
a path in the baseline system, the transfer and EMI margins are read from
the BTF, the file match flag is reset to "true," and a comparative EMI
summary is printed. TORS (Section 5.1.2.3) is called to accumulate the
total signal and compute the integrated margin.

The next emitter is selected, and the above is repeated until all
emitters have been selected including the environmental field, if present.
A summary of the total signal EMI is then printed. The entire process is
repeated until all receptors have been selected, and CEAR returns to the
main program.

5.2.2.3 irade-Off Analysis With Spectrum Changes Only - If a trade-off
analysis is specified and a scan of all port change codes shows no changes
other than to spectra: CEAR branches to a different section of the routine
(Part 4 of Figure 27). Since there are no path changes or added ports,
the transfer models are not needed. For each coipled emitter-receptor pair,
the transfer and EMI margin data is read from the BTF. This transfer data
is used by EMCASA to compute the modified EMI margins, and a comparative EMI
margin summary is printed. The environmental field and total sigtual EMI are
also compared to baseline and printed, as shown.

5.2.2.4 Specification Waiver Analysis - This is the same procedure as
described above in Section 5.2.2.3 except the spectra from the working files
are shifted before analysis. The Waiver Analysis Spectrum Shift Routine
(WASSR) searches the waiver data supplied by the user for a match between
subsystem, eqttipment, and port ID's with the receptor and emitter being
analyzed. If there is a match, the port spectra are shifted (i.e., the
amplitudes are raised or lowered) as specified over the designated
frequencies. For example, a spectrum may be shifted +10 dB from 20 kHz to
1 MHz. The EMI margins are computed between the shifted spectra. and a
comparative EMI summary is printed. Environmental field and total signal
EMI are also compared to baseline and printed.
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5.3 TRANSFER MODEL ROUTINES

• •This section describes the implementation into TART of the transfer math
models. (The models themselves are discussed in Section 6.) Flow charts
and the basic routines are presented and described. These are the routines
called by COUPLE, as discussed in Section 5.1.2.1.

5.3.1 Antenna Coupled Transfer Function Evaluation Routine (ACTFER)

This routine uses the models discussed in Section 6.4.2.2 to compute
transfer between two antennas over a finitely conducting ground plane for
ground stations and a cylindrical body (with and without wings) for aircraft
and spacecraft. It also uses Section 6.4.2.3 models to compute coupling
between antennas and receptor ports connected to aperture-exposed wire
segments. The flow through ACTF4R is shown in Figure 28, and the symbols
are in Table 8.

Upon entry into ACTFER, a test is made to determine if this is the
initial call for this receptor. If it is, and the path 4 antenna-to-
antenna (ATA), ttFJ appropriate parameters are extracted .rom storage,
converted to the proper units, and other model setup rmputations are
performed. If antenna-to-wire (ANW), this is done for all apertures
exposing the wire connected to the receptor port. The emitter antenna
parameters are then set up for the models.

5.3.1.1 Antenna-to-Antenna Coupling - If the path is ATA, the routine sets
up the normalized frequency (1 GHz) at which all the coupling is Initially
computed using the models. The normalized coupling is then used to zompute
the coupling at other frequencies without the need of re-computing non-
frequency dependent parameters. If the system is a ground station, the
separation between antennas is computed, and the vehicle separation and
shading models are bypassed. If it is a spacecraft (wineless cylinder),
the cylindrical/conical body model (CYLMDL) routine is called which uses
the procedures discussed I n Section 6.4.2.2.i to compute the antenna
separation and shading over the body. If an aircraft, the AIRCFT routine
is called which interfaces with the Wing Shading Routine (WINGSH) and
CYLMDL to compute the path loss at the normalized frequency. Next the
antenna look-angles are computed and used by the Artenna Gain Routine, GAIN
(Section 6.3.3). This is done for both emitter and receptor antennas.

The transfer ratio at all emitter and receptor frequencies common to
the twc ports is then computed using the normalized transfer computed above.

5.3.1.2 Antenna-to-Wire Coupling - For ATW coupling, the procedure above is
followed for each aperture exposing the receptor wire. The transfer between
the emitter antenna and the electric field intensity at the aperture is
computed using the above models. The transfer from the aperture E-field to
the receptor port load is then computed by the field-to-wire subroutine FTW
using the model discussed in Section 6.4.2.3. The flow through FTW is shown
in Figure 29 and the symbols in Table 9. The total signal level at the
receptor load from all apertures exposing the receptor wire is computed
using superposition.
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TABLE 8 FLOW SYMBOLS IN ACTFER SUBROUTINE

MATH FLOW
SYMBOL SYMBOL DEFINITION

¶TE(f) TRANSFER RATIO (DB) FOR EMTR TABLE FREQS

T R(f) TRANSFER RATIO (DB) FOR RCPT TABLE FREQS

SF' WING SHADING FACTOR (DB) NORMALIZED AT fw n

SF' CYLINDRICAL SHADING (DB) NORMALIZED AT fC n

T• FREE SPACE TRANSFER (DB) NORMALIZED AT f
FSn

f NORMALIZATION FREQUENCY
n

Dmin ANTENNA-ANTENNA OR ANTENNA-APERTURE MIN DISTANCE
OVER SURFACE OR VEHICLE

8 ELEVATION ANGLE FROM VERT FOR EMTR ANTx

ox AZIMUTH ANGLE FOR EMTR ANT

6r ELEVATION ANGLE FOR RCPT ANT

S•r AZIMUTH ANGLE FOR RCPT ANT

G GAIN (DB) OF EMTR ANTX

GR GAIN (DB) OF RCPT ANT

F FREQ BEING EVALUATED

T FREE SPACE TRANSFER AT FFS

SF WING SHADING FACTOR AT Fw

SF CYLINDRICAL SHADING FACrOR AT F
C

TW, TRANSFER FROM APERTURE FIELD TO WIRE LOAD
(NUMERIC) AT F

TAPR TRANSFER FROM EMTR ANT TO APERTURE FIELD (DB) AT F

TAW TRANSFER FROM ANTENNA TO WIRE LOAD (NUMERIC) AT F

TA TRANSFER FROM EMTR ANT TO RCPT ANT (DB) AT F
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TABLE 9 FLOW SYMBOLS IN FTW SUBROUTINE

-2 )'•~ ~ ~MT rLAEENTOF NIEN IL

SYMBOL SYMBOL DEFINITION

b' SEPARATION BETWEEN WIRE AND ITS RETURN OR IMAGE

r WIRE RADIUS

x WAVELENGTH OF INCIDENT FIELD

f FREQUENCY OF INCIDENT FIELD

LENGTH OF WIRE SEGMENT

"RECEPTOR SIDE" IMPEDANCE

Z "SOURCE SIDE" IMPEDANCE
0

X ELECTRICAL LENGTH OF WIRE SEGMENT

Z CHARACTERISTIC IMPFDANCE OF WIRE
C

IA UPPER BOUND ON CURRENT, BASED ON "EFFECTIVE
AREA" OF WIRE SEGMENT AS AN ANTENNA

I L CURRENT INDUCED AT "RECEPTOR SIDE" OF WIRE
SEGMENT DUE TO A UNIT INCIDENT FIELD

SE SHIELDING EFFECTIVENESS (DB)

5.3.2 Wire-to-Wire Transfer Function Routine (WTWTFR)

The wire-to-wire transfer routine, called by COUPLE, calculates the
transfer ratio between an emitter wire and a receptor wire which are within
the same bundle and have a common run length using the models described in
Section 6.4.2.4. This is accomplished by use of data from ;'he wire

characteristics table and previously computed information on the branching,
terminations, and common run length for the emitter and receptor wires.

The flow through WTWTFR is shown in Figure 30, and the symbols are defined

in Table 10.

The zoutine initially calculates the values cf capacitance and inductance
to be used for calculation of the transf-r ratios (for all desired fre-
quencies). At this point, it alqo sets program flags according to the type

and configuration of the emitter and receptor segments.
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TABLE 10 PLOW SYMBOLS IN WTWTER SUBROUTINE

MATH FLOW
SYMBOL SYMBOL DEFINITION

Zl1ft TOTAL IMPEDANCE CONNECTED TO LEFT SIDE OF WIRE SEGMENT
left

Zright TOTAL IMPEDANCE CONNECTED TO RIGHT SIDE OF WIRE SEGMENT

Rsh SHIELD RESISTANCE OF SINGLE SHIELDED CONDUCTOR

Fsh SHIELD FACTOR FOR SINGLE SHIELDED CONDUCTOR

w RADIAN FREQUENCY

C WIRE TO SHIELD CAPACITANCE FOR WIRE SEGMENT
ws

C SHIELD TO SHIELD CAPACITANCE FOR DOUBLE SHIELDED
ss SEGMENT

XFERVI VOLTAGE ON OUTSIDE OF SHIELD OF EMITTER WIRE SEGMENT

R SHIELD RESISTANCE OF INSIDE SHIELD OF DOUBLE SHIELDED
Ssl EMITTER

Rs2 SHIELD RESISTANCE OF OUTSIDE SHIELD OF DOUBLE SHIELDED
EMITTER

FshI SHIELD FACTOR FOR INSIDE SHIELD OF DOUBLE SHIELDED
EMITTER

Fsh2 SHIELD FACTOR FOR OUTSIDE SHIELD OF DOUBLE SHIELDED
EMITTER

C COUPLING CAPACITANCE BETWEEN EMITTER SEGMENT AND
RECEPTOR SEGMENT

C1 2  COUPLING CAPACITANCE BETWEEN EMITTER SEGMENT AND
RECEPTOR END

C21 COUPLING CAPACITANCE BETWEEN EMITTER END AND RECEPTOR
SEGMENT

C22 COUPLING CAPACITANCE BETWEEN EMITTER SEGMENT AND
RECEPTOR END

Z rec PARALLEL CONBINATION OF Zleft AND Zright FOR RECEPTORlec SEGMENT

XFERV2 VOLTAGE ON EMITTER WIRE SEGMENT
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TABLE 10 FLOW SYMBOLS IN WTWTER SUBROUTINE (CONTINUED)

MATH FLOW
SYMBOL SYMBOL DEFINITION

XFERV11 VOLTAGE TRANSFER RATIO FROM EMirTER QEGMENT TO
RECEPTOR SEGMENT

XFERV12 VOLTAGE TRANSFER RATIO FROM EMITTER SEGMENT TO
RECEPTOR END

XFERV21 VOLTAGE TRANSFER RATIO FROM EMITTER END TO RECEPTOR
SEGMENT

XFERV22 VOLTAGE TRANSFER RATIO FROM EMITTER SEGMENT TO
RECEPTOR END

Rrsl SHIELD RESISTANCE OF INSIDE SHIELD OF DOUBLE SHIELDEDRECEPTOR

Rr SHIELD RESISTANCE OF OUTSIDE SHIELD OF DOUBLE SHIELDEDRECEPTOR

F rs SHIELD FACTOR FOR INSIDE SHIELD OF DOUBLE SHIELDEDRECEPTOR

Frs 2  SHIELD FACTOR FOR OUTSIDE SHIELD OF DOUBLE SHIELDED
RECEPTOR

XFERV TOTAL VOLTAGE TRANSFER RATIO FOR CAPACItIVE COUPLING

Lw SELF INDUCTANCE OF EMITTER WIRE

Ls SELF INDUCTANCE OF EMITTER SHIELD

I E CURRENT IN EMITTER WIRE

Ieff EFFECTIVE CURRENT IN EMITTER SEGMENT
M MUTUAL INDUCTANCE BETWEEN EMITTER AND RECEifTOR SEGMENTS

M, MUTUAL INDUCTANCE BETWEEN EMITTER END AND RECEPTOR END

Lr SELF INDUCTANCE OF RECEPTOR WIRE

L SELF INDUCTANCE OF RECEPTOR SHIELDsr

FI SHIELD FACTOR FOR INDUCTIVE SHIELDING

TOTXFR TOTAL TRANSFER RATIO FOR CAPACITIVE AND INDUCTIVE COUPLING
R EFFECTIVE RESISTANCE OF EMITTER SHIELD
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It then calculates the capacitive and inductive coupling factors of the
' emitter segment (for the first frequency). Hodifications are made to these

factors according to the configuration (shielding, twisting, etc.) of the
segment according to the setting of the program flags. This procedure is
then repeated for the receptor segment after which the emitter and receptor
factors are multiplied together to find the capacitive and inductive coupling
between segments. The capacitive and inductive coupling components are then
added together to form the transfer ratio (for the first frequency).

These calculations are repeated at every emitter and receptor sample
frequency contained within the frequeacy range common to both emitter and
receptor equipments (common frequencies).

5.3.3 Case-to-Case Coupled Transfer Function Routine (CTCTFR)

This routine uses the case-to-case dipole model discussed in Section
6.4.2.5 to evaluate the electromagnetic transfer function between two
equipment cases in the same compartment. The flow through CTCTFR is
shown in Figure 31, and the symbols are defined in Table 11.

SEnter •

Compute Separation

R = ,(X 2 -X 1 )2 + (Y2 -Y 1 )2 + (Z2-Zl )2'

Compute Field Change Using
Dipole Field Variation with Dist
Compared to MIL-STD-461 or
MIL- -6181 Distaice:

T =20)l=2 (

Set TE (fi) = T
At all Common Emtr
Table Freqs

SSet T lfi) = T

At allommon Rcpt

Table Freqs

I1
SReturn ".

0P74 026744

FIGURE 31
CASE TO CASE TRANSFER

Called by COUPLE
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TABLE 11 FLOW SYMBOLS IN CTCTFR SUBROUTINE

MATH FLOW

SYMBOL SYMBOL DEFINITION

x lYlzI COORDINATES OF EQUIPMENT CASE EMITTER

X2,y2,z2 COORDINATES OF EQUIPMENT CASE RECEPTOR

e ELECTRIC FIELD INTENSITY AT RECEPTOR

E ELECTRIC FIELD INTENSITY A DISTANCE R FROM EMITTER
m m

R MIL-STD-461 OR Ml T -STD-6181 DISTANCE (ONE METER)m

R SEPARATION BETWEEN EMITTER AND RECEPTOR

T CASE-TO-CASE TRANSFER FUNCTION

5.3.4 Filter Routine (FILTER)

The routine calculates the attenuation provided by a filter placed in
an emitter or receptor circuit to reduce interference. It uses the various
filter models discussed in Section 6.4.2.1.

5.3.5 Enviromental Field Routine (ENVIRN)
The environmental field routine calculates the interference at a

receptor port due to ambient electromagnetic radiation, external to the
system and, as attenuated by the skin, internal to it. Induced current is
calculated for antenna and wire ports, while only the incident field is
calculated for an equipment case. A flow diagram of ENVIRN is given in
Figure 32, and the symbols used are given in Table 12.
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1Field to Ant,

Field E2 .lOEXTFLDi/10 s~2  30 Field to Equipment Casej1: 1
teoeWaiie Sxgoset No E,2 = OEXTFLDi/16 xl112

Q= Min' [RsQa]

Call Subroutine FTW to Find the
Voltage Vi Induced in Wire Segment
of Length Q by the Incident Field Ei,
then Find the Corresponding Current
Induced at the Receptor

Ii= IVi/ZI

Add Contribution to
Total Current

F ie ld t o 

N__ 

_ _t 

o__ 

_ _= 

R e t u rn__ 

_ _ _ _ _

Equipment Yes___________

Cas 1 INTFLD,/10 121012

G0-74 0267 GO

FIGURE 32
ENVIRONMENTAL FIELD ROUTINE

Flow Diagram
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TABLE 12

MATH FLOW SYMBOLS IN ENVIRN

7 Math Flow
Symbol Definition

EXTFLDi external electric field interpolated at receptor frequency f

INTFLDi internal electric field interpolated at receptor frequency f 1

Ei electric field .V/M

T i current induced biy env±ronmental field (unless receptor is an
equipment case, %Ahere Ti is set equal to Ei)

Ai effective cross section of antenna

I wire segment length5

a a aperture length

R real part of receptor impedance

Z receptor impedance

Vi voltage induced in wire segment

current induced in receptor by environmental field coupling to a
wire segment

f i receptor frequencies
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First, the user-supplied electric field levels are interpolated at
receptor frequencies. If the receptor is an antenna port, the energy
density associated vith an incident plane wave at its antenna is calculated
and multipliel by the effective cross section of the antenna to get the
total received power. It is then converted to the value of induced current
at each receptor frequency.

For a •ire-connected port, the field-to-wire routine (FTW) (Section
5.3.1.2) is called for each wire segment. The field incident on aperture-
exposed segments is assumed to be tae external value, and on non-exposed
segments it is assumed to be the internal level. The contribution of each
segment is added to the total induced current at the receptor.

If a filter is connected to a wire or antenna-connected port, the
FILTER subroutine (Section 5.3.4) calculates the attenuation of the
induced current at each receptor frequency.
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Section 6

MODELS

The mathematical models used by the program can be divided into the general
classifications of emitter models, receptor models, transfer models, and the
system model. The emitter models relate the parameters of the equipment and
port data to the power spectral density output by the emitter port. These
emitter models are incorporated in the program for most common emitter types
and provision ir made for user input of spectral densities for those types not
modeled. The transfer models are used to compute the ratio between the energy
output at an emicter port and that present at the input to a receptor port.
For example, the antenna to antenna transfer model computes the ratio of the
energy output of a transmitter to the energy at the input of the receiver.
Receiver models relate the energy spectrum at the receptor port to the response
produced by that spectrum. This calculation is based on the sensitivity of the
receptor versus frequency.

The system model is used to relate the manner in which the emitter,
transfer and receptor models are combined to account for simultaneous
operation of all equipments. This enables calculations for compatibility
and specification generation to be performed not only between pairs of
equipments, but also among all equipments when all are operating
simultaneously. The system formulas are given in Section 2.2.3; their
mathematical basis is given in Section 2.2.1.

This section contains a description of the models incorporated in the pro-
gram. This description consists of the mathematical formulation of the models
in the cases where a concise formulation of this kind exists, and a general
description for the cases where a concise mathematical formulation does not
exist. At the conclusion of this section the formulas applicable to the IEMCAP
program are expressed in tabular form along with pictorial representations
shown in terms of the program input parameters.

6.1 EMITTER MODELS

6.1.1 Power Spectrum of Binary Frequency - Shift Keying

The mathematical model presented herein to represent binary frequency -
shift keying is a sinusoidal wave of constant amplitude whose instantaneous
frequency can assume either of two values, fl or f 2 . The instantaneous fre-
quency is constant over periods of duration T, and either of the two values
of frequency can be assumed at the start of each period with equal probability.
The transition between the two values of frequency, when it occurs, takes place
in such a way that the wave is continuous at the transition. This latter re-
striction is necessary to distinguish between equipments where the frequency
of a single oscillator is changed back and forth between the two values of the
instantaneous frequency, which is the case under consideration, and equipment
where the output is obtained by switching back and forth between two free-
running oscillators. It has been shown elsewhere that this latter case results
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in a power spectrum of each oscillator consisting of a discrete line at the
oscillator frequency and a continuous spectrum of the form sin2 (ifT)/(rfT)2 ,
where f is the frequency and T is the inverse of the bit rate, centered or. this
line.

The model is used to obtain an envelope of the exact spectrum output of
an FSK system. The validity of the envelope representation can be determined
by going back through the derivation of the exact spectral density and then
justifying the assumptions presented herein.

The general approach taken in deriving the exact spectral density (See
Pelchat ) is conventional and consists of computing the autocorrelation func-
tion from which the power spectrum is obtained by application of the Wiener-
Khintchine theorem.

Some of the gross characteristics of the power spectrum of FSK are as
follows. If the deviation ratio D, the difference between the two possible
values of the instantaneous frequency divided by the bit rate, is much Umaller
than unity, the bulk of the power is contained in a bandwidth emall compared
to the bit rate and centered on the average frequency. Also, if D is equal to
an integer, the power spectrum contains two discrete spectral lines.

The output of a frequency modulated output can be expressed as

e(t) Re[exP[Jwct + AWto V(t') dt' +0

to

where
S= carrier frequency

V(t) = modulating wave form

S= constant determining degree of modulation

t - time referenced to to

0 = phase angle
V(t) is a binary wave form which can assume +1 or -1, both with probability 0.5.
Transitions in V(t) are instantaneous and are separated in time by an amount qT,
q being an integer and T being the bit length.

The autocorrelation function k(T) of e(t) can be written as

k(r) = E[e(t) e(t + 01)

= Re[exp(jocr) Ejexp(j[fr) - 0(0)]))]

provided ['V(t + T) - '(t) ] is stationary. '(t) as used above is defined as

AWit V(t-) dt- + 8. For the purpose of evaluating k(T), it is convenient to

define a new random process 0(t) as
Oft + 1 t
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4!

with 6 denoting the value of t in the interval - T < t < 0 at which a bit tran-
sition is possible. 6 is a random variable with n:ýform probability density

p(8i) - I1/T 0<6 <T

Sp(S)- 0 6 <0.6 >T

k(T) can be re-expressed as

k(r) - cos wcc - E lexp (j[0(7+6) - 0(8)1)1I

k(r) -Cos w r - (7)

The determination of R(T) is carried out in two steps: for 0 < T < T and
for nT < T < (n+l)T, n - 1, 2, 3, . . . The results of this determination of
R(T) results in the following expression for k(T).

COSWC72T-r COS r+r sin A,,,,r 0r
k~) O W 2T-+ 2T Acwn

and cosn-1 fwT sin AciT

k(r) -Cos T 2 [(cos AwT + T cos ws

T-rss
- sin AwT sin AnCT

for nT < r < (n+l)T

Vwere cs is defined as T - nT.

The desired power spectrum P(f) is given by the Fourier transform of k(T)

P(f) =f cos ',cTr A(r) exp (-jc-r)dr

1
= -• (fc)+6(-fc)] *G(f)

where G(f) = Z Gn(f) = 2 Z f(n1 l)T Rn(r) cos widr
n-0 n,
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The resulting spectrum is

4P D 2 (cos WD - cos fX)2

) 2f [D2 -X 2 ] 1-2cos rDcoswX+cos2 sD

f3 - Bit rate - l/T

fc -(fI + f2 )/2

f1, f2 - lower and upper instantaneous frequencies

2 (f-fc)
X - - normalized frequencyfB

D - (f 1 -f2)/fB - deviation ratio

P- average power emitted

G(f) , power spectrum (watts/Hz)

This exact analysis is assumed to be a valid representation since it is

) mathematically correct and has been experimentall 1 proven to give the correct
power spectrum, as presented in Pelchat's paper.

There are two distasteful aspects of the last expression which make it
unreasonable for EMC analysis. The first is that it is highly oscillatory so
that in a systems analysis the sampling rate of the spectrum would have to be
recomputed for every new FSK system. The second problem arises when the devi-

ation ratio D equals an integer, for then the resulting spectrum contains
two discrete spectral lines. In broad band terminology, the result is a spec-
trum of infirite height and infinitesimal width.

Since power spectral density is only an intermediate step between power
emitted and power received and most receptors have a certain amount of band-
width, this last fault can be remedied by representing the discrete spectral
lines by a power spectral density whose integrated power was equal to that
contained in the discrete spectral line.

The model consists of the envelope function

p(f)- 4 D 12

•2 D2 -X
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truncatod in the vicinity of X - +D by a fixed value dependent on the particu-
H• lar value cf D.

The truncated value is selected with a view, not of approximating P(f)
as given by the exact expression in this region, but rather with the intention
of having the same area under the model as lies under the exact expression in
this region.

fl -f 2  2
The exact form of the model, where X=2- andD= - isfB fB

PB(f) = Po for X < XM

= M=for X> XM

The bandwidth is the sum of the bit rate, fB, and the frequency differ-

ence between the two oscillators, fl - f 2 "

(both Po and XM depend on the value of D as shown below)

4
For D<- Sw2

XM = /D2 + (2Dlr)2/3

4Foý' D )--

w2

ff2 P

4 fB

XM = VD2 + 41/2 D

These formulas may be related to the program input parameters by
identifying the following:

P = transmitter average power (watts)

fe = bit rate

diff = fl -f 2 =DfB

fc = center frequency (carrier) -(fI + f2 )

2
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This model depends on easily obtainable data, is physically sound, is

reasonably efficient in run times and provides all the information about the

FSK spectrum required to assess its effects on possible unintentional
receptors.

6.1.2 Spectrum Model for Amplitude Modulation with Stochastic Process

The equation for an amplitude modulated waveform is

x(t) =KO + mS(t) cos(wet+ 0)

where S(t) is the random modulating signal waveform

0 is the random phase between (0, 27)
wc is the carriet frequency
m is the modulation index
K is the amplitude

This waveform when put into the defining equation for the autocorrelation

R = T /T f _12 f(t) fit ' 7) dt

leads to R(r) = K2 [1 + 2r 2 )] 1/2 COS (30 "

where the modulating waveform S(t) is such that S(t) 0 and Rs(T) is the auto-

correlation function of the signal process. 3

The Fourier transform of R(T) results in the power spectral density

PMf) = 1/4 K2 [S(f.-fc) + 6(f+fc) + m2 Ps (f-fc) + m2 Ps (f+fc)]

wherePs(f) = FERs (r)]

The AM model used in IEICAP assumes the modulation process to be voice,

clipped voice, or non-voice. These modulation models are shown in the pro-

gramed formula section. Identifying these modulations as gl, g2 and 93

respectively the following formulas are applicable to IEMCAP:

=t~i - 2P gi (I At 1) i= 1,2,3
2

PNB P 6. )
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____________________ __________________________________a r

The bandwidth used is twice the modulating signal bandwidth as determined by
"gi.

These formula. may be related to the program input parameters by making
the following identifications:

p = carrier average power in (watts)

m = modulation index

carrier

This AM model provides a sufficient characterization of amplitude modulation
for interference analysis with regard to unintentional receptors. It uses
easily obtainable data in an efficiently running form that is physically
sound.

6.1.3 Spectrum Model for Angle Modulation with Stochastic Process

Angle modulation can be represeried as

Y(t) - cos [Wct + M(t) + 9]

wc - carrier frequency

M(t) = stochastic process

9 - random variable, independent of M (t) with uniform distribution over (0, 2r.)

For phase modulation the modulating signal is M(t) while for FM the modulating
signal is d/dt M(t).

Since the modulating signal is a random process, it is necessary to deter-
mine the autocorrelation function of Y(t) in terms of the autocorrelation func-
tion of M(t) and from it the output spectrum by use of the Wiener-Khintchine
Theorem.

The autocorrelation function of the output can be obtained as follows: 5

Ry(tl.t 2 ) - E[Y 1 Y2 1

where

Y1 a Y(tl), Y2 = Y(t 2 )

MI - M(t1 ), M2 = M(t2 )

and

p(O) = 1/2r (0, 21r)

- 0 elsewhere

R0(tlt 2 ) - 1/2 Re [exp(jo•(t 1-t 2 )) E(exp(j(M 1-M 2))]

M(t) is assumed to be slowly varying with respect to wc.
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This expression is applicable to all random modulating signals regardless oftheir distribution but the normal (Gaussian) process is the only random process
that permits explicit solution to the problem. Therefore, a Gaussian process
is assumed and the calculation completed, resulting in:

Ry" - 1/2 exp(-oM2 ) exp(RM(-)) cos Oc"

where M(t) = a stationary random process

0M2= OM2 2 = mean square value of modulating signal

and RM( 7 = t1 - t 2 ) -tVe autocorrelation function of M(t).

The output spectrum is now obtained by Fourier transforming Ry(i).

An approximation to the frequency modulated signal for a known bandwidth
stochastic process is used in IEMCAP. The equations are:

2.062 BFM
: P BFM' 33.219P M2; BFM < Of < 2 BFM

2,062 BFM t

P X10- 10  IM->2BFM
2.062 BFM

where BFM = fDEV + 8 j
fDEV = peak frequency deviation
8l bandwidth of modulation process and

P transmitter power (peak in watts)
I

This model is mathematically consistent with the stochastic zharacteri-
zation of received signal power into an unintentional receptor. The input
data is easily obtainable.
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6.1.4 Spectral Characteristics of Single Sideband Amplitude, Phase and Ire-
quency Modulation with a Stochastic Process

Consider a real function of g(t) whose Fourier transform is

OPf) f_ g(t) exp(-J2wrft) dt

000
"• ~g(t) can be represented as6

00

or

g(t) - 1/2 f (1+ sgn f) G(f) exp (-j2,rft) dt + 1/2 j (1- sgn f) G (f) exp (-j2wrft) dt

where

SPn f 1{ if >0

and its inverse Fourier transform is

F- 1 [sgnf] =ij lt

Thus g(t) can be expressed as

g(t) = g+(t) + g-It)

where 1
g+(t) V12 g(t) + 1/2 j-- * gt)

fft

9- (t)= 1/2 g(t) - 1/2j- *g(t)
rt

and * denotes convolution.

The Hilbert transforr, of g(t) is defined as

00 g70(t 9,(/n t) = I/fff-(r dr

and the Hilbert transform of g(t) is

g(t)-1I/h -fdr=-g(t)
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Therefore

"g+(t) " 1/2 [g(t) + j A (t)J

and

G-(t) = 1/2 [g(t) - j 6(t)]

Although these previous mathematical steps are correct, the logic is not too
appealing to a purist. A somewhat more complete treatment may be obtained
from Morse & Feshbach.

The same theorems apply to analytic signals as to other standard signals.
"The Wiener-Khintchine Theorem can be used to calculate the power contained in
single sideband signals.

It can be shown that

Pg_ (f) 1/2 (1-sgn fi Pg(f)

PgO (f) -1/2 [l+sgn f] Pg(f)

and

PC+ g_ (f) = 0
Swhere

Pg(f) is the power spectrum of g(t)

Pg_(f) is the power spectrum of g_(t)

Pg+(f) is the power spectrum of g+(t)

and

Pg +g_(f) is the cross spectral density

The last expression shc , that g+(t) and g-(t) are uncorrelated.

Consider now an AM single sideband signal analysis. There are several
methods of generating AM single sideband signals including the filter method
and the phase shift method. Using the filter method, the output power can
be expressed in terms of the filtered input

S~Po (f) - I H(f) j2Pi (f)

where

H(f) - -j sgn f
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"Consider a double sideband suppressed carrier amplitude modulated signal

g0 t - 2 Re Jg(t) *xp (j2wrft)]

Its spectrm is

PD ( = P(f-fc) + P(f+fc)

This may be decomposed into upper and lower sidebands

PDMf = PuP-fc) + PL (f fc)

where

Pu(f) = P+(f-f¢) + Pm(f+fc)

and

PLMf) = P+(f+fc) + P-(-f

where G + and G are the Fourier transformation of g+(t) and g-(t). The upper
and lower sideband signals can then be represented as

-u(t) =Re )[g(t) + j g(t)] exp (j2wfct)I

and

gL(t) - Re K[g(t)-j g(t)] exp (j2wfct)l

The power spectrum of, for example, an (upper) SSB-AM waveform using the
analysis tools presented previously is obtained using

gu(t) = 2 Re [g+ (t) exp (j27fct) exp (jO)]

- g+(t) j2 1rfct exp (j6) + g_(t; exp (-J2wfct) exp (-jO)

where 0 is a random variable with uniform distribution

P(O) 1/2v O 0 < 21

0 elsewhere

and g(t) is an independent stationary random process.
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Using the Wiener-tChintehine Theorem, the power density for the (upper)

Y" AH-SSB is

puf = Pg+lf-fc) + Pg_(f+fc)

Similarly for the (lower) sideband

PLf = Pg + (f+fc) + P-f-fc)

Three models in IEMCAP are contained in this discussion. They are
double sideband suppressed carrier, AM-DSB/SC, upper single sideband sup-
pressed carrier, SSB-upper and lower sir.;.e sideband suppressed carrier,
SSB-lower. As in the amplitude modula-ion model there are three modulation
forms assumed, gt, where i - 1, 2, 3.

i - 1 - voice
i - 2 - clipped voice
i - 3 - non-voice

The model for AM-DSB/SC is

PBB(f) = P/2 gi(lAfl) i=1,2,3

Bandwidth equals twice modulation bandwidth

The model for SSB-upper is

PBB(f)= P gi (Aft) i = 1,2,3

Bandwidth equals modulation bandwidtm

The model for SSB-lcwer is

PB8f) = P 9i (-WA) i = 1, 2, 3

Bandwidth equals modi-lation bandwidth

In all three models described herein P is the transmitter peak
envelope power in watts.

These sideband models provide sufficient frequency and amplitude
description for the assessment of the interference effects on non intentional

receptors.
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6.1.5 A Simplified Method For Calculating The Bounds On The Emission Spectra
Of Chirp Radars ECAC TN-002-27

The model used in IEMCAP to represent the emission spectrum of chirp radars
consists of an envelope approximation encompassing all the significant aspects

of this form of emission.

The form of the spectrum envelope approximation is as shown in Figure 33.

POOf) = Po 0 IAfl < Afaa

PdBMf= Po - M l0g 'Aaa < t'f I <ffI• &aa<Iaa ; f

If Af2 > fb:

PdBMf) = Po - 20 log AfB < I Afl < Af2

P d(t) 0  - 20 log -

If Af2 <Afb:- Af
PdEIf)=Po 20log a- -40 log 11f I AfI>Af2

I Af2

where
Tr Tf

Po 10 log [P(r+ - + - )2 fB/D]
2 2

fc = carrier frequency

fo = function of fc , Tr. Tf, D

Af = f - fo

Afaa, Afb = functions of 7. rr, 7f, D, fgn (f-fo )

P = RF power (peak?

7 = pulse width

7"r = pulse rise time

rf = pulse fall time

D = pulse compression ratio (negative of frequency decreases
during pulse)

fB = pulse repetition rate
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(r + Tr/2+ T f/2)

+ /I

14 2 /.'r + 1/•'f
f2= --.-..- _

2ir

G(Af)

- K2 20 dB/DECADE

40 dB/DECADE

)0-, , 0 Af

FIGURE 33
SPECTRUM ENVELOPE OF CHIRP RADAR

Note that the frequency break points Afaa and Afb are functions of the
sign of (f - fo). The spectrum is not necessarily symmetric about fo but may
be skewed in one direction or the other. The spectrum of a chirp radar pulse
would be symmetric about fo only if the fall time and rise time of the pulse
were the same.

An algorithm for the power spectral density of a chirp radar pulse is
given in Figure 34.
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6 1 2 + 1-11 Yes

r "r rf )? Tf(iStart IQ-Io

rrf 1/2 (7r + Tf)

Tb T + Trf

SD/rb

DF1 = 1/i'rv/•-b-

DF2 = io'6

P(f) 10 log (Prb fBi(3) + 180

BW P/

DF a Af + P/4 (N~ - 7dr IO/,rrf

D ? ys DF =-DFJ

RetunN

DF2 F <
P(f) - P(f) -20 log -- 20 log -DF < ReturnDF1 -F2

No

Yes

Af = frequency with respect to carrier

" = pulse width

Input Tr = pulse rise time

"f = pulse fall time

fB = pulse repetition rate

D - pulse compression ratio (negative if decreasing frequency)

FIGURE 34FLOW DIAGRAM OF CHIRP RADAR ALGORITHM OP?40N"?,
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6.1.6 PCM/AM-NRZ

In PCV:AM-NRZ modulation, a PCH-NRZ waveform is used to modulate an RF

carrier. Basically, there are two types of PCM-NRZ coding, the most familiar
being a representation of one binary state by one voltage level and the other
binary state by the other level. In the alternative coding scheme, one binary
state is represented by a change in voltage level at the beginning of the bit

interval, and the other binary state is represented by no change in level.
Assuming the two binary states carry the same information value, both states are
equally probable. Consequently, regardless of which coding scheme is used, the
a priori probability of a given voltage level occuring in an interval is
exactly one-half, and the two coding schemes are characterized by the same
stochastic process. Choosing the two voltage levels of 0 and V0 , the PCM wave-
form may be expressed:

Vo

v(t)=-[1 + m(t)J
2

where m(t) is a stochastic process, m(t) = + 1 with equal probabilities in the
interval nT< t< (n+l)r.

The autocorrelation function of v(t) is then:

Vo 2

R = v(t) v(t+r) = - 11 +m(t)] 11 +m(t+r)l

4

Since the expected value of re(t) or m(t-I-r) is zero,

Vo2

Rv(r)= • 1+r(t)+m(t+i")]

4

The expected value of m(t)m(t+T) can be thought of as the average of the
product of the original wiveform and an identical waveform delayed in time by
T seconds.
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For T <T the two waveforms will be identical in every interval nl<t<(n+l)T
for a total time of T- T. For the rest of the interval, m(t+r) and m(t) are
independent of each other.

M(t) m(t+T) =m-(t) 1 nT<t<(n+ 1)T-7

m(t) m(t+r) = mr(t) m(t+ ")=0 [(n + 1)T-Tr <t < (n+1) T

The expected value of the product m(L) m(t+T) will then be the weighted
average:

rW re(t+") =T-Ir I KlT

Of course, for T >T, m(t) and m(t+4r) are completely independent in any interval
and m(t)m(t+r) f 0. The autocorrelation function can therefore be expressed as

V0 Vo 2 I1 I 1)

+- - - IrI < T

4 4T

4T>

42
From the Wiener-Khintchine Theorem, the power spectral density of a sta-

tionery stochastic process is equal to the Fourier Transform of its autocorre-
lation function.

V0o
2  Vo/ sin 2 (irfT)

P = 6(f)+ -
4 4 (wfr)2

So the power spectral density is a DC spike plus a continuous spectrum
with a bandwidth corresponding to the reciprocal of the bit period, centered
about f 0.
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When the PCK signal is used to modulate an RF carrier,

•,,.•" 0(t) - vlt) cos (2fffc t0

Rv(T) = e(t) e(t+r) = v(tcos (2/rfct) v (t+r) cos [21rfc(t+7)]

Assuming that the sinusoidal term is independent of the stochastic process,

Rv(r) = v(t) v(t+r) cos (21rfft) cos [2ifc (t+r])

Taking the Fourier Transform,

00
PNOf) = f RV(TI) exp(-j2rfcr] dj

Considering the positive sided spectrum only, f>O,

PT PT sin 2 [r(f-fc) Ti
Pv= - 6 (f-f + I.-

4 4 fi (f-fc) T] 2

~rihereP V02
whereP! is - , the peak transmitter power. The power in the carrier com-

ponent is -,and the integrated power in the random component is also

with a total of T The average power is indeed Tsince the transmitter

would be "on" only half of the time.

The envelope of the spectral density has skirts which fall off at 20
dB/decade.
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The PCN-NRZ model discussed herein is used, in IE),AP, as both an RF
modulation waveform and as a signal/control baseband spectrum.

The RF model consists of

PBBMf) =4" P for lAfi < AfM
4 fB

I P /A'M\2
PBBMf) = 4••B \- for J~f I > AfM

1PNEBf = - P 6 (Af)
4

where

a = f-fc

bandwidth = fB = bit rate
I

AfM = - fB

P = peak transmitter power

The signal/control model consists of

1 A2

PBBf)= - 0 < f < fM
2 fB

1 A2 (fM\ý2
PSBf = 2 f• •f f > fM

where 1 1
bandwidth f 3 = -(bit rate)

2 2

fBfM--

A = peak voltage/current into 1 ohm

This model provides a sufficient representation of PCH-NRZ modulation to be
used for both a baseband and RF model. The routine inputs are easily obtain-
able and the model is physically sound.
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6.1.7 Pulse Position Modulation

Pulse position modulation is constituted by the position of a fixed
width pulse being used to convey sampled analog information. It is similar
to pulse duration modulation (PDM), with a variable trailing edge being
replaced by a shoL-t pulse. A PPM waveform can be generated from a PDM
waveform by triggering off the trailing edge of each pulse.

The advantage of PPM is that less power is transmitted in the waveform.
For a sampling period "T" and pulse width "4", the average power is E2 6 .

0
T

The power saectral density of a PPM waveform can be determined from
its autocorrelation function l.(t) by means of the Wiener-Khintchine Theorem.

The autocorrelation function R(T) is defined:

R(i) = e(t) e(t + r')

To derive the autocorrelation function of a PPM waveform, it is con-
venient to express e(t) as the sum of two waveforms ea(t) + eb(t), each
sampled at intervals 2T.

Then ______________________________

R(") = [ea(t) + eb(t)J [ea(t+r) + eb(t+T)]

R(T) = ex!t) ea(t+T) + eb(t) eb (t+T) + ea(t) eb (t+T) + eb(t) ea (t+T")

R() = Raa(T) + Rbb(r) + Rab(T) + Rba(.)

As in PDM, the simplifying assumption is made that the samples are
independent of each other. This component Raa(T) is the autocorrelation
function of a PPM wave sampled every 2T seconds, and is equal to E2 times

0
the expected value of the overlap between the function ea(t) and e(t + T).

The average overlap can be considered as the average pulse width of
a pulse train equal to the product ea(t)eat, rT), which takes on values
of 0 or .

0*
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For 0 < T < 6, the average overlap is 6-T, s0 I
Eo 2 (6•-_) 0<7<6

2TR 800) =

For values Of T between 6 and T, no overlapping is possible, and thecorrelation function Raa(r) is zero. For values Of T between T and 2T,
there is a possibility of overlap between each pulse and the following
pulse advanced by time T.

The expected value of the overlap, <g>, can be evaluated

T
< > =f J~dx dy 0 (x,y) (x,y,'r)

0

where (x,y) is the mutual probability density of opulse positions.

Assumint a uniform, independent pulse position between zero and T-6,

The overlap b(x,ye) is equal tot l

O(x,Y,•) =Sup [6-lx-T+T'-yI, 0! O<T' <T where I-,=_ T Twhepe Sup means supremum.

Te integral is evaluated over the area in the x-y plane where d > 0.
The area must be broken up into regions where x - T + T' - y is positivoe
ar.d regions where it is negative.

The result of the integratioi, is: Ei °2 7.,3

47(7-6)2 3"

R (T+T ') 0 [2,)2(o-- ) +wher T' < - 6

T a un26 2 (i' -T ) 2+ < r' < T

S4T(T-6)2
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4V ..... M"

Defining the function f(x), 0 < x < T, as _

X3/3 O<x<6

f(x) 262 (x-6) + (26-x)3  6 < x < 26
3

262 (x-6) 26< x <T

we can write

Eo2 (6-T)
S2T 0 <r<

0 6<r<T

Raa(r) =Rbb('r) E= T< r < 2T

2T (T-6) 2

Eo2

f (3T-0) 2T <r<3T
2T (T-6)2

The cross-correlation function Rab(T) can be obtained more easily.
For T > 0, it is obvious that Rab(T) is equal to the same integral as
Raa(t + T) for t > 0.

Eo 2

2T (T-.6)
2  f 0 <r<T

Rab(T) = R) (") =
Eo 2

2T (T-6)f (2T-r) T<i<2T
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-Sol 4

Combining R(T) -2 x Lab%,, + 2 x Rab(T), we obtain an expression
) with periodic and non-periodic components

R(71i R(t)Iper + RTIa

0
R(T)Iper f (r) + f(T-7)] O<T<T

T(T-62

T T(T-6)2

R(T~j ran

.f(T-,r) < T
T(T-6) 2

The periodic component repeats itself after a period T seconds,
oscillating between 2E262(T-26) and 2E262)0 0

T(T-6)2  T(T-6)

R (T)

Ea 26

2 E0 
262

T(T-6)

2 ED262(T-26)--------------------

F'SURE 35
AUTOCORRELATION FUrvT1ON OF TOTAL PPM WAVEFORM
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The "random" autocorrelation component, Rr(T), Fourier transforms
into a continuous spectral density component Gr(f), and the periodic auto-
correlation component Rp(T) transforms into a discrete spectral density

Sat frequency intervals 1.

For 6 << T, the probability of independent pulses overlapping becomes
negligible, and the power spectral density becomes that of a rectangular
pulse train of period T and width 6, as will be demonstrated.

Eo 2 (•-) 0 <7<6

R(T) T

00

GMf) f R(r) exp (-jwAr) dr
-00

6 E 2

GMf) 2 f - (6-0) cos (wridr
T

•2 sin Or f6)
(7rfb) 2 T

This -- expression is identical to the spectral density of the
xrectangular pulse train, except that it is a continuous rather than discretespectrum. The periodic component becomes negligible.

Such a result is consistent with an intuitive approach to the problem,
in which the pulse train is viewed as a succession of non-interacting indivi-
dual pulses and the power spectral density obtained by multiplying the
energy density times the "average" pulse repetition rate 1.

T
If che PPM waveform is used to modulate an RF carrier e(t) = v(t)

cos(2nfct + 0), the power spectral density is shifted about the carrier
frequency in the usual way.
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The PPM model discussed herein is used in IEMCAP as both an RF modulation
waveform and as a signal/control baseband spectrum.

) The RF model consists of

PBB(f) = P'T2 fB IMfI < AfM

pBB(f) = pT2 f B (ýAf") I~> AfM

where
1

bandwidth = -

P = peak transmitter power

f = bit rate

7 = pulse width (sec)
Af = f--fc

1
AfM =

lrT

The signal/control model consists of

PB(f) = 2A2 T2 fB 0 < f < fM

PBB(f) = 2A2 72 fB (M)2 f > fM

where
A peak voltage/current into 1 ohm

"fB bit rate

T - pulse width (sec)

.1.
iTT

This PPM model is a mathematically correct representation of pulse posi-
tion modulation and yields frequency and amplitude information sufficie.•t to
characterize the interference into unintentional receptors. It is used for
both a baseband spectrum and an RF spectrum.
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6.1.81' PCM/AM - Biphase

In biphase PCM, one binary state is represented by a voltage pulse
which remains at one level for the first half of the interval and switches
to the other levei for the remaining half of the interval. The other
binary state is represented by the opposite pulse form.

V V

I I

t t

STATE I STATE H

FIGURE 36

TWO BIPHASE STATES

Assuming the two binary stites convey the same informatioLi valvue, each
state has an equal probability of occurrence in the interval nz t. < (n + 1) -.
Mathematically, the biphase PCM waveform may be expressed:

v(t) = V0  r[ l m M(t) s(t)I

r where s(t) is a normalized square wave of period T, m(t) is a stochastic
k- process taking on the value +1 or -1 in the interval nT < t < (n + 1) T

with equal probabilities, and a is the modulation index, 0 <a <1.

The autocorrelation functi'on of the PCM waveform is:
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Rv()=v(t) v(t+T)= Vo2 [1 +/m(t) s(t)j (1 +pm(t+r) s(O+ 7)]

Rv(") = Vo2 (1 + )m( )5(t) +/pm(t+") s (t+"T)

+/02 reWt r(t+T) SWt s(t-rr)]

Since m(t) is a stochastic process and s(t) is a deterministic
squarewave, they are mutually independent, and

r;(t) s(t) = rm(t) s(t) = 0

m(t+T) s(t+") = m(t+r) s(t+7) = 0

so that Rv(T) = V0
2 [1 + 02 m(t) m(T+r) s(t) s(t+T)]

The expected value m(t) m(t + T) was shown in the discussion of
PCM/AM-NRZ to be equal to 1 - jTi for ITI > T.

T

The expected value of the product of the square wave s(t) times an
identical wave shifted in time s(t + z) may be calculated by expressing
both waves in a Fourier series:

4 2nft 4 rnM (t+r)s(t) s(t~r) = • - sin - - sin
nodd nff T modd mfr T
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All products where m n are zero due to orthogonality, SO:

1 4\ 2 2nffT
s(t) s(t+T) ( - ) co$

2 n odd flir T

Substituting into the autocorrelation function,

SV°
2  2 n odd

The power spectral density from the Wiener-Khintchine theorem, is
equal to the Fourier transform of the autocorrelation function

00

Gv(f) = f RVr) exp(-iwo) dr

liT (sin 7rfT)
2

The transform of the factor 1 - T ie simply T (OfT)2  , so the
transform of that factor times an infinite series of exponentials is
merely a series of similar spectra trarslated in frequency:

2  4T p2 Vo2  s 1 7T ({f_ -. )T}I 2 {sinjif(t+ T n)T 1 .2 ]

V1` 0 [odd n2 ~1(-)~2 + n odd n2 n
7r~f (f -o8f T 71 (f + )T. •

S~T-

This is the power spectral density of the PCM-Biphase waveform. If
L a waveform is used to modulate an RF carrier, e(t) = v(t) cos (2 fct + 0),

ctnen

i vf _1 1
4 G(f-fd) + 4 G(f+fc)

Taking the one-sided spectrum for positive frequencies only the follow-
ing expression for the PCM/AM-Biphase wav'eform is obtained, after substituting• ~ ~p = Vo__:

c 2

P+ 2 P cT 1 'sin #(f -fc -n)T I 2  sin f -f +n ) T 2

Gv2f) = PC 6 if -fc) 4 +(ffc( n
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This function has local maxima for frequencies displaced from the
carrier by an odd multiple of 1. The maximum occurring at f-fc

T T
where n is odd, has the value 40 2PcT:

A derivation for the power spectraj density of the PCM/AM-Biphase
waveform was published by N.M. Shehadeh in 1970. Shehadeh stated that the
total power spectral density was equal to 1 IH(f)12 where H(f) is the Fourier
transform of a single biphase pulse which Tolds at one voltage level for
half the T interval and the other level for the remainder. Shehadeh is
incorrect, because his method does not take into account the stochastic
properties of the wave. The exact error incurred with such a method for
a generalized gulse shape is given by N. Solat is a letter to IEEE, Proc.
in April 1964.

The PCM-Biphase model discussed herein is used in IEMCAP as both an RF
modulation waveform and as a signal/control baseband spectrum.

The RF model consists of

PBBMf = 1rf IWf I < AfM

i2 fB

4m 2 P AfMM
= - - ) IAfl > AIMIr2 fB Af

PNB(l) = P (6f)

where 1r2
bandwidth = -fB

16
Af = f-fc

P carrier average power (watts)

% bit rate

r = modulation index

i
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The signal/control model consists of

8 m2A2

PBBMf)= 8-- A 0 < f < fM

W2 fB

8 m2A2 fM 2
PBB(f) = - -) f > fM

7r2 fB f

where
ff2

bandwidth = - f
32

A = peak voltige/current into 1 ohm

fM = fB = bit rate

m = modulation index

The PCM-Biphase model used in IE24CAP is consistent with the previous
correct mathematical details representing this form of modulation. From
generally available input data, the model can be used to generate either a
baseband or RF spectrum.

6.1.9 Spectral Analysis of PAM-FM Signal

This model10 presents both a Pulse Amplitude Signal and the resulting
spectrum of modulating an FM system with this signal. An elementary system
of this type would simultaneously monitor a number of data sources, each
of which is a band-limited stochastic process. The signal of each channel
source is sampled in regular sequence by a commutator. Instantaneous
sampling results in pulses with magnitudes equal to the signal magnitude
at the center of each pulse, and further assume that each channel source
is a stationary Gaussian random process with flat low-pass band-limited
spectra. The resulting time-division multiplexed signal is then transmitted
by frequency modulation. The analysis herein describes the spectral distri-
bution of the transmitter L'!tput under various conditions of baseband signal
level and sampling pulsewidth.

For clarity, this discussion will be divided into a discussion of the
composite PAM signal and then the PAM-FM signal i.e., the cutput of the
transmitter.
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_ _ _ _ _ _..._ -%--

The PAM Multiplexed Signal - Consider N stationiary Gaussian Random
Process sensor outputs [s 1 (t),..., sn(t)]. Each of the sensor outputs
is band-limited with a maximum frequency fm Hertz and sampled instantaneously
by a commutator at the optimum sampling rate of 2 fm Hertz or every 1 /(2fm)
seconds as dictated by the Nyquist sampling criteria. If each sampling
pulse has a waveform Kn(t), then the resulting PAM signals [xl (t),.., xn(t),

xN(t)] created by such sampling are small width rectangles resulting in
the PAM multiplexed signal at the commutator of

N

n=1

If each sampling pul:3e is time limited to ca seconds, the maximum number of
sampled signals that may be accommodated is

N 11N =--. lie=
2fm

As long as the number of sampled signals does not exceed this limit, the
multiplexed signal is also a Gaussian Random Process.

Consider now the cumulative output at any time, t, where the measure-
ments are made over a time T divided into 2N periods each of length TO seconds.
We can therefore represent the output of the multiplexed signal as

N

YN = L Yn u(t- nTo)
n=-N

where Yn is the constant output of the n - th sample and u (t - n TO)
is the unit impulse function defined by

_ )I for nTo<t<(n+l)To
u 0  elsewhere

The autocorrelation cf the sampled process is defined in the limit
as T-.

T/2
M lim I f+

Ryt) = T.m f -T/ YN(to) YNlto)tD dto

-T/2
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Since the sampling is discrete and Yn equals zero for times greater
than T/ 2 , T can be replaced by (2N + 1) To and the limits of the integral
can be extended over an infinite domain.

R = N- E YN m nf u(to-mTo)u(to+t-nTo)dto
(2Rt1N • o m,n=-N

where the subscript s implies sampled function. Replacing the unit impulse
functions by the following integral representation

u(t) = f SuP) exp[j2aft] df

yields N c

Rys = I (2N+I)To F YnYm Jdt df df' Sn(f) Snf)
0 m, n=-N - _ -- -00

0 xp[j21rf(to-mTo)] exp[j2lrf'(to+t-nTol]

Carrying out the integrations, first over to and over f', and using
the integral form of a delta function leads to

RtM = TI isfM12 exp [-2rft] N- N • ymYnexplj21rf(n-m)1T df
-= m, n=-N

Now consider the definition of an autocorrelation function for a
discrete process.

N

h~k =tm 1 1
Ry(k)= aN- 2N+1 YnYn+k

n- -N

where Yn = Y(tn)

The trick now is to transform a portion of Rys(t) to obtain a term
which is comparable to Ry(k).

Look at

N N

S ymYn exp(jw(n-m)1 To
m=-N n=-N
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and let n-m - k, recalling that for the truncated wave Yn or Ym vanishes
) for ini Jmj N, this double sum can be expressed as

N
E exp[jwkTO] Z YmYm+k

k=_oo m=-N

where the limits on k have been extended to plus and minus infinity, since
these additional terms are each equal to zero.

Therefore the limit and summation can be interchanged yielding

R Mt) =- df ISnlf) 2 exp[-j21rft] expi21fT N-o N vmYm+k
YS To If nxpIj nfk 0] 1N1T2

k-= m=-N

Using the definition of the autocorrelati :;. function of a discrete
process leads to

1 (
R V(S) = T f , Ry(k)d IS(f)I2 exp(-j2rf(t-kTo)j df

0 k=--- o

The integral over f is by definition the autocorrelation function of
the unit impulse evaluated at t = t-k To

100

Ro= To RY(k)d Ru(t-kTo)
k=-o0

For possible positive and negative pulses in each successive interval

02o k=O

RY(k)d = 0 k=+ 1, +0 2,

where a2 is the average pulse height squared.

The autocorrelatiozk function for the unit pulse is calculated as follows:

a-to-kTo
•t° ToR It1T dt (-ll IT1 <Q

Ru 0o0kTo) fT
o-t_-kTo
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where' To is the total time between successive pulses. Maximum correlation
is achieved when a - To, its upper limit as explained in the beginning of
the article. Therefore

02 1ill Iii4a
RfY(t)d = a

The PAM multiplexed signal spectrum is obtained by Fourier trans-
forming the autocorrelation function yielding

P(f) = sa2Isin •dfa) 12

Irfa j

The PAM-FM Signal - Consider the multiplexed signal, m(t), to be the
input modulating signal of an FM transmission system that is given by

t
, ~~~y(t) = cos mrdl Cs21rfct+ fm(r)dTJ

where f is the carrier frequency.

Consider the expectation value of process Tg(y) where y is the input
and Tg is an operator resulting in g(y).

E Tg(Yl)Tg(Y2 ) =E 9gly(tl)) g 'v(t2)]i

This equals

E Tg(Yl) T9(Y2 )= f 9(Yl) g(Y2 1 W2 (YlY 2 ,t) dy1dY2

where W2 is the joint probability distribution function.

Introduce the Laplace inverse transform of g(y)

g(Y) f(jt) exp[jtyJ 2Ri 2 f) explyl d

0---1c C
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Inter.hanging the s 3nd y integraticns leads to

E glVI) gVY2 ) --i fliJf) f(j42 ) exp[jl/ 1lY+Z 2 Y2 )j dfld/ 2
0(21r)2  

c

where the over bar denotes the expectation of yl and Y2.

Since in general ýI, ý2 are complex the averaging is not the joint
characteristic function of random variables yI, Y2 which is defined for
real rl, ;2 but by analytical continuation it has the same functional form
therefore we still write F y, y2 (Jil Jý2 - ; T) remembering

expij(fiY1+t2 Y2 )I = f J exp[J(j 1 Y1 +t2y2)J W2 (yl,Y 2 r) dyldy2
: ~~..0 -- 0.

Therefore

00-jc

(yl) 9(Y2) = (2f f(j]1 ) flJ• 2 ) Fy 2 (ii'Ji 2 ;r) dt 1 dt 200- C

Considered now that

V(t) AO cos IWct + 4VFMltW]

is the FM output where

t

tFM(t) = f m(T) dT

The expectation value of V(t) is

Kv(t) = . Re expf-jwct] E exp[j4ltl+tl-0(t)lt1

A2
-Relexpl-- ) ti F2(-11:t7

V 2 t C
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Define C= t + t) - 0(tl), yielding

E Iexplj(tt 1)] 1 = F1 (1;t)

accorr'ing to the notation used herein. This is the characteristic function
of eiý since there are no problems necessitating analytic continuation.
In general terms we can define ý as a FM functional

b(t)

'(t) / A(tr) X(r) di

a(t)

Expanding the exponential leads to

Fyo(j) = , fE ((T1) .., Y(m i RA(t )drj

M=0 a ý~

Assuming x to be normal

E XI,2'," X2rk XiXk

all pairs(

E X1,X2, X2m+lI =0

Now the number of possible pairings of 2m distinct cOjects is easily calcu-
lated. Pick any one object leaving (2m-l) other possible paiinQg candidates.
Pick one leaving (2m-2). Pick one of the (2m-2) objects left i.aving (2m-3)
possible pairing candidates. Continuing this process Lesults in

(2m-l) (2m--3) ... 1

possiule combinations. This can be re-expressed as

1 SO
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(2m) !

2mm1

Therefore

F~(i) ~ (2m)! =1 XkQ
m-O a all pairs

Go b

(-l)M 2mm2ý)I M~Fyljt) t • l-ra2m (2m__!I Alr Kxlrl,72) Alt,,r?) drld'r2

m--O *a~ 2m |'

Summing the series leads to

Fy( ep---2 P13l~2)

where
b

Ky(t 1 ,t2 ) = A(tl 1,r) K(Tl1,r 2 ) A(t 2 ,r2 ) drldr 2

a

In the case considered here C = 1 1. It further can be shownK K(ti, t 2 )
depends only on the difference between t 1 and t 2 so that

t t t

Ky-- fKx(T1 -12) drldT2 = 2 f 4-7) Kx(,r)d

Therefore

Fy Ol, = exp-(t-T) Kx() dr

remembering that according to the W-K theorem that the K, covariance function
and the R, autocorrelation function are interchangeable.

Now denoting a change in notation of y from the FM function to y the
outpt PAM FM signal.

4t

yt cog I2fct+ f8 m(r) drJ



R y7) =1/2 exp (f -)Rm(X) d cos (20r)
or

(ast this into

whe 
re 

RY(T) - 2RI(r) cos (20j)

RI(e) = 1/4(exP -_ (r-x) RMr(XIXJ

0

Substituting Ra(x) in the above leads to

I1/4 exp ITO4- L <17-4020 (7 3 <
/1 (4)= exp o 2 ( 2  !rL 17

The resulting spectrum is

PY(f) -= P ff-fc) + P1 (f+fC)

where Pl(f) is the Fourier transform of R1 (y).

Some interesting conclusion will be noted. The maximum value of the
spectral distribution always occurs at the carrier, fc" Increasing the
input modulating signal strength as measured by the mean value a2 causes the
spectrum to continually broaden about the carrier frequency and approach a
Gaussian shape.

For small valuc.s of a, the pulse widtn, the output spectrum is narrow
and in the limit

im Py(f) = f • Ry(r) exp(-j2vfr d &

lim py(f) - 1/45(f-fc) + 1/4(f+f

since Ry(T) goes to 1/2 in this limit. Decreasing the sampling pulse
width increases the baseband spectrum width, and, if the input signal mean
square value is maintained constant, the maxima of the baseband spectru.a
decreases. Increasing the sampling pulse width causes the output spectrum
to broaden and approach a fixed Gaussiatn shape for a fixed mean square
value of Rm(O), ie,
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rnI mi.0271
R ry) = 112 exp j- - o-Jco (2rfj)

This section has discussed the PAM-rn signal as applied to time multi-
plexed signals. Ihe results are limiting forms of the spectra wherein maxi-
mum transmission capability is ass-,ed. The resulting limits are from a
delta function form to a Gaussian form whose standard deviation is determined
for the variance of the signals being multiplexed. In addition to the PAM-FM
wdel, a PAM systert :.as been modeled, as required to fulfill the stated
objective. The moaals are mathematically correct and u ie easily obtainable
data.

1 1

The PAM model discusse! herein is used In IEMCAP as both. an RF model,
PAM-FM, and a signal/control baseband spectrum model, PAM.

The RF model consists of

where

P = transmitter average power, watts

Af = f-fc

a -- 1/3 of oeak frequency deviatior

bandwidth = a

The PAM model consists of

PBB(f) = 2A 2 72 fB f

PBB(f) =2A27 2 fB (f )2 f>fM
f

where

bandwidth =
2r

S= pulse width" ~1SfM =•
?rT

fB = bit rate

A = peak voltage/carrent r.,o 1 ohm
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6.1.10 Pulse Duration Modulation

Pul3e duration modulation is a form of pulse modulation in which the
information resides in the width of each successive pulse. Analog information,
such as speech, can be sampled at regular intervals and the instantaneous
amplitude at the time of sampling caii be converted to a pulse of pro-
portional width.

The PDM waveform is thus a binary signal taking on only values of zero
or E0 at a given Lfue. The analog information can be recovered by an
integration-detectLon circuit.

One would expect the spectrurm of such a waveform to have a bandwidth
comparable to I/T, where T is the sampling interval. The power spectral
density must be derived from the autocorrelation function of the PDM wave,
however, because the width of e-ch successive pulse is derived from a
stochastic process. If it were not, and the waveform were determinate,
no information would be conveyed.

The autocorrelation function R(T) is the expected value or time average
of the product e(t) x e(t + T).

hr 1 D12

R(T) f e(t) e(t + r) dt
D-. D _D/2,

This can be integrated geometrically as the time average of a pulse
train consisting of the origipal pulse train multiplied by itself shifted
"T" in time. The new pulse train :akes on the value E whenever two pulses
overlap and zero wheu they do not.

Y. W. Lee12 calculates the autocorrelation function for a PDM wave with
a sampling period 2T with each pulse width varying from 0 to T (uniform
probability density), under the assumption that each pulse width is inde-
pendent of the others. This does not give the correct autocorrelation
for the waveform previously described, but it is possible to derive the
autocorrelation function of the complete waveform samLd at intervals T,
as the autocorrelation of two independent waveforms as follows:

184



0 t
T 2T 3T 4T ST 6T 7T ST

T 2T 3T 4T 5T 6T 7T ST

FIGURE 37
TWO INDEPENDENT PDM WAVEFORMS

e(t) = e(t) + eb(t)

The autocorrelation function for ea(t) or eb(t) can be expressed
as a combination of a periodic component with a period 2T, and a random
componert which is non-zero only for -T < T < T.

R&M() = Rbb(r) •Raa(f) 1per + Raa(") Iran

Eo2 
2Raa(,r) Iper 12T 3T-T - II) - (T - Ir I)'r

2 for -T < r < T

EG

Raa(i)lran = _2 IT-IrI J
3

12T3

The autocorrelation function e(t)e(t+T) can then be expressed as

R(r) = e(t) e(t+?) = [ea(t) + eb(t)] 1ea(t+r) eb(t+7)]
S~R(,") = e t)ea(t+r) + ebt (+T + e Mt+T

Sea(tb(t) eb (t + ea(t) eb(t +T) eb(t) ea(t+T)
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R A& W + Rbb'r) + Rab{T) + Rbl(T)

It can be shown that the cross-correlation functions Rab(T) and
Rba(T) are equal to the periodic component of Raa(T) shifted by an amount T,
or half the period.

The total autocorrelation function is then expressible in a random
and a periodic component, R(T) = Rrandom + Rperiodic*

E02 T 3
R(,ran TI 1) - + <

62 T

E!21 T <rT
=--) po 2+31L 1- 31 1 -- <<--

R(T)Ipi~r 6 I 2T2
6 T T 2 2

The periodicity is now of length T rather than 2T.

E0
2

2

E°
2

3

0 T 2T 3T 4T

FIGURE 38
AUTOCORRELATION FUNCTION OF TOTAL POM WAVEFORM

The spectral density is just the Fourier Transform of the autocor-
relation function.

GMf) = f Rb') exp [-jiw'] dr = Gr(f) + Gptf)
-0022 

2

--- I - - ---- + F f)+ 6 (f - )
G~)4 00fT2rT) 2 4ir2 n=1

If the PDM coded signal is used to modulate an AM system, the spectrum
would be shifted by an amount fog where fo is the carrier frequency.
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However, if the PDM signal is used to modulate an FSK or PSK system,
where "mark" and "space" correspond to distinct frequencies or opposite
phases, then the calculation of the RF power spectral density becomes
very difficult.

The average power in thc PRIM waveform is equal to R(O),

Eo2  PMAX

PAVG = R(o) . . .2 2

This result is intuitively satisfying, since the average pulse width is T/2,
and the signal is "on" half the time. Looking at the power in the random
and periodic components,

F_2p
o PMAXPran =Rr(°) . . ."

Eo 2 PMAX
Pper R p(o) = = -

3 3

The PDM model described herein is used in IEMCAP as both an RF modula-
tion and as a signal/control baseband spectrum.

The RF model is

i;PBBMf = 1/6 P/fB A[2l~f!< AfM
PBBf) =1/6 P/fB fMIl

SI zfI>A•fM

PNB(f) = 1/3 P 6(Af)

where

boidwidth = 2 fi

f8  = bit rate

Af = f-fc
P = peak RF Power, watts

Afm f8
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The signal control model consists of

PBBlf)- 1/3 A2 /f O<f <fM

PBB) = 1/3 A2 /fB f>fm

where

A = peak voltage/current into 1 ohm

fB = bit rate

fM = -- fB
7r

bandwidth = fB

The PDM wodels presented herein and used in IFMCAP are mathematically
correct, usable from generally know data and yield the needed spectral dis-
tribution and amplitude information.
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6.1.11 Control and Signal Waveform Analysis

Herein is presented a complete analysis of various signal waveforms
which do not modulate a carrier. The anlysis is presented for the sake of
of completeness, since it can be applied to any waveform and therefore is
usable for additional signals not presently part of the Intra System 124C

Analysis Program.

Analysis of Single Pulse - Consider a single voltage pulse as shown in
Figure 22, where A is the amplitude in volts and the pulse exists T seconds
beginning at time - T/2 and ending at T/2. If one wishes the power into a
one ohm load you merely integrate the voltage squared over the duration and
average this energy over the duration, i.e., in this instance

A

b

-T12 0 T12

FIGURE 39
SINGLE VOLTAGE PULSE

T12
2 2~

Power -= A 2 dr=A2 watts
T

Now if the spectral density is required: 1•-th voltage and power, these should

be determined commensurate with the total power being A2 watts.

Let us begin with this calculation. The Fourier transform of the pulse
in Figure 39 is calculated as

T/2

V(f) = / A exp (-j21rftj dt

sin (irf")V~f) = Ar
1rfT

Now using some theorems from spectral analysis we can express the power

spectral density a-
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P -- V(f) V(f)
T

where the * denotes complex conjugation, and using the definition of V(f)

it can be seen that

V*f) = VI-f) = V(f)

Therefore

1
P(f) = - V(f) V(f)

T

Now solving for the power spectral density,

P(f) = - (2A-0
2  (irfr)

2

r Irfr

At this point it should be pointed out that power spectral density was
not obtained as a Fourier transform of the power but is a density in the
strictest sense of the word, i.e.,

f2

Power P(f) df
f

Now resorting to another com,-.tic-tion theory theorem,, note that the
Fourier transform of V(f) V'-r) is the autocorrelation function
and the autocorrelation fu.iction evaluated at zero is the power in the pulse,
therefore

I0.

R(") j V(f) V*(f) exp [j(I df lower = R(o)
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Using this approach, the autocorrelation function is expressed as

(2Ar)2 f 2 exp[j21ft) - expfj21rf(t+Tr - exp[+j2wf(t-r)]J (2vfT)2

This is a familiar form of integral which occurs in complex variables
and is usually evaluated by the use of tne Cauchy Int..gral Theorem. The

integrand appears to be finite along the real axis except possibly at the
origin, f = 0. Letting f go to zero in the integrand and using L'Hospital's

Rule twice shows that indeed the function is not singular. Different con-
tours are required to evaluate the complete function, one that is counter-
clockwise in the upper half plane and one that is clockwise in the lower
half plane. This is due to the relative values of t and T. The lower clock-
wise contour term can be transformed into an upper counterclockwise term
and the inversion proceeded for cases of ITI greater than I ti. Since we are
interested in the value of the integral for all times, t, the above described
contours must be inverted and the integrals evaluated again.

Note the slight change in the definition of power spectral density. This
has only meaning over the duration of the pulse.

Analysis of Pulse Train - Consider now the following pulse train of
Figure 40, where A is the amplitude in volts, T is the duration and T is the

period. As before the voltage spectral density will be calculated and then
the resulting po'~er spectral density determined.

A

El P I I
-T/2 -r/2 0 r/2 T/2

FIGURE 40

PULSE TRAIN
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In this case since we have a periodic signal, v(t) can be expressed in a
Fourier series

W O CnexpII2 n T n

of period T seconds.

Solving for c yields

sin ni)
Cn A A-L-- I

T T

T

The voltage signal can therefore be expressed as

Go) sin(mr 'r )Vt) = AT exp li2rn -
T

Since v(t) is periodic the power spectral density can be determined by
way of the transform of the autocorrelation function.

T/2T--rlmn f
6? (W = "- V(t) V(t+-r) dT

T-.oc T f
-T/2

And using the fact that v(t) is periodic R(T) can be expressed as

.: 1 T

1 f/ 2 sin(mffT TL)d
1(7) ='- "fz (AT exp j27rm exp j27r(m+n)-d

-T/2 m=-*rn=-T
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Using

f exi4 iiim+n) TLdt =T 6fl-
-T/2

and carrying out the summation over n results in

00 sin2(mir ) .

The Fourier transform of this expression leads to

PM = (r) exp[j21rfr) dr

2

r 2 o 2 sin2(MV.L)P(f)=(A')2 + 2 "r)2 T'l 7 )_

~ (L) (if
M=1fmr )2\ T
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All of the signal waveforms contained herein can be obtained by the

preceding methods. .

1) Rectangular Pulse Train

T

FIGURE 41
RECTANGULAR PULSE TRAIN

Discrete Spectrum

2 020 2 2E°2 T 2 s'n2(n~r •f -T T

P(f) = Eo 2L 6 M + E-."
n=1 (n•r w 2)

Analog Representation

2 Eo2r 2 sn 2(nfr)

P(f) s- f07) 0

T (IT•.f)
2

The formula used in IEMCkP for the rectangular pulse train is

PBB(f) = 2A 2 
T

2 fB 0 < f < fM

fM 2

PBB(f=2A2 7 fB ( - ) f>fMf
where

bandwidth = -
2,r

T = pulse width
S~f8 = bit rate

A = peak current/voltage into 1 ohm
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2) Trapeziodal Pulse Train (Equal rise and fall times)

vltt

-T/2 -12/2 -r1/2 0 r 1/2 T2/2 T/2
FIGURE 42

TRAPEZOIDAL PULSE TRAIN

Discrete Spectrum

2Eo272 sin2 lTfr} sin2 lf•)

T (+fi) 2  2 2 T)

T2 2 = T 1

where A - pulse width -i/2(tI + r2)

2 - pulse rise/fall time = l/2(T2 -2 1 )

The formula used in IEHCAP for the trapezoidal pulse train is
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PBB(f) = 2A2 T2 fB 0 < f < fMJ

22 1 fM1 2

PBB(f)-2A2 r2 f• -( ) fM1 < f < fM2
f

PB(f)= 2A 2 T2 f fM1 2 fM2 4
PBBf)2A2.28 -j- ) ( - ) f > fM2

fM2 f

where
1

bandwidth = -2r.

= pulse width

Tr rise time = full time

A = peak current/voltage into 1 ohm

f = bit rate

1
fM1 = -

/1.

fM2=

3) Triangular Pulse Train

Avt)

-T/2 -r/2 0 r/2 T/2

FIGURE 43

TRIANGULAR PULSE TRAIN

Discrete Spectrum

E2T 2  00 2E2  snJ2

G(f) - h~)+ ( ' -f)

n-1 T-
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Analog Representation

G(f) 2E2 r2  sn 4 lnfr)
oT Orft) 4

The formula useJ ii IEMCAP to represent the triangular pulse train is

PBB1f) 2A 2 T2 fB 0 < f < fM
k22 fm 4

PBBf) = 2A2 r2  f > fM

where

A = peak current/voltage into 1 ohm

f = bit rate
1

fM=•

IT

r = pulse duration

bandwidth =
2r

4) Sawtooth Pulse Train

v(t)

-- - - - - - - - E

0 2t T Ot

FIGURE 44
SAWTOOTH PULSE TRAIN

Discrete Spect-,um

E222E 2 T 2  ) 2 )i(n
P(f) = - 6(f) + = - +n sln2(2vn_)+ (2ff n 1)2 - (2rn'Lsin'n) T/
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Analog Representation

2 2722

P(f)M 22- sin 2 (2vrfr) + (2wfr) 2 (2wfr) sin(4vfr) for f >0
T(2rfr)4

The formula used in IEMCAP to represent the sawtooth pulse train is

2A 2 r2 fB

PBBMf =A~_ [sin2 (2w fr) + (2v fr)2 _ (2r fr, sin 40 fr]
(2r fr)

4

where

A = peak current/voltage into 1 ohm
1

bandwidth = 27

r = pulse width at -A
2

5) High-frequency Exponential Pulse Train

v(t)

t
0 T

FIGURE 45

HIGH-FREQUENCY EXPONENVAL PULSE TRAIN
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Discrete Spectrum

00 2E2pMf Eo&Fm + 1: - -

aT n- 2n)2 + a2T2

1

a

Continuous

2 E2
PMf f > 0

TC(21rf)
2 + o2 ]

The formula used in IEMCAP to represent the exponential pulse train
(high-frequency) is

PB1(f) = 2A 2 fB 1(2fr f)2 + ( )2] -1
1"

where
r = decay time constant (time reqjired for voltage to decay to Eo/e)

bandwidth =
i 4T

A = peak current/voltage into 1 ohm

fB= bit rate
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V)Ea&Jlpedt Sinusoid

FIGURE 46

DAMPED SINUSOID

tWOt = Eoexp [-.!]sin wot
T

where T is the time required for the pulse to reach 1/e times the peak, E0 .

Discrete Spectrum

G~)= n~ (2/r) 2T2 [22+ 2(. J 2n,22

Continuous Spectrum

2 E2 f2

00f) 6
(2n)2 T (a2 +f2 -f2 )2 +(2af)2

1
where e =-

0
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The formula in IEMCAP to represent a damped sinusoid pulse train is

2A 2 fo fB

PBB Mf * -r(2 ( 2 + f 2 2_f2)2 + (2af)2]

where

fo = frequency of sinusoid

fB = bit rate

A = peak current/voltage into 1 ohm

bandwidth = 2 7" a

a = reciprocal of decay constant

I
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6.2 RECEPTOR MODELING

In the course of the development of IEMCAP the literature was researched
for methods of representing a receiver's (RF or signal/control) in-bond
sensitivity curve and its relative rejection of electromagnetic interference.
Nc models were found that were capable, with any reasonable economy, of
describing quantitatively the rejection capability of a given receiver to
an arbitrary interference signal. Some interesting methcds were found to
be under development at the time of the IEMCAP development; however, these
potentially promising techniques were not sufficiently developed to enable
their inclusion in IENCAP. In particular, a method under investigation at
the Electromagnetic Compatibility Analysis Center using empirical test
data for receiver characterization and a second effort on non-linear
receiver analysis at Rome Air Development Center may become valuable tools
for receptor modeling in the future.

Because of the scarcity of accurate and economical receptor modeling
techniques the IEMCAP approach to this aspect of interference analysis is
to make use of the user's knowledge of the specific receptor susceptibility
characteristics. The basic approach for receptors employed in IEMCAP is
to accept input data on in-band sensitivity, along with a bandwidth
parameter, and to then form a rectangular shaped susceptibility function
in the required spectral region that connects tp non-required spectra
defined by user-adjusted military specification interference limits. An
RF receiver representation in the program will, in general, actually have
a trapezoidal shaped susceptibility function (in-band) due to the skirt
slopes of the normal selectivity curve. Specifically, the susceptibility
of an RF port is assumed to be equal to the tuned sensitivity of the
receiver, as provided in the input data, over the entire frequency range
defined by the user-specified bandwidth. The susceptibility of a signal
or control port is assumed to be equal to the operating level (in dBUA)
less 20 dB. This is a somewhat arbitrary susceptibility level, based on
characteristics of common avionics equipments. If the user wants a higher
or lower susceptibility level in the required range of a signal or control
port, he need only specify a higher or lower operating level, respectively.

In the case of receivers where more is known about the details of its
response curve than just the flat response discussed above, the user can
specify the known response curve by a discrete spectrum of up to ten
frequencies with associated levels. Interference calculations using
either the specified spectrum or the flat response function are conducted
by weighting the received interference signal power by the ratio of the
receptor to emitter bandwidths, when the former is the smaller value of
the two.

The user has an additional option of augmenting either of the two
preceding receptor models with certain filter functions as described in
this manual under the heading of Transfer Models. When employed, the
filter models relate the susceptibility level of a given receptor to the
level at the filter input terminals for compatibility assessment.
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The combination of user-supplied receptor spectrums with the filter
models in the program provide the user considerable flexibility in receptormodeling.

6.3 TRANSFER MODELS

6.3.1 Filter Models

The filter models used in IEMCAP are discussed in the following.

There are seven filter models used in IEMCAP: single tuned, transformer
coupled, Butterworth tuned, low pass, high pass, band pass and band reject
filter models. The models represent filters as ideal, lossless networks,
made up of only reactive elements (capacitors and inductors). When a
filter is used in a circuit, however, it "sees" an input impedance at the
source end and an output impedance at the load end, both of which
contribute to the overall transfer function between source and load.
In the absence of a filter, the maximum power is delivered to the load
when the load impedance matches the source impedance. For equal source
and load resistances, the maximum power delivered to the load is half
the total power, the other half being dissipated in the source resistance.
The insertion of a filter between the source and load selectively
attenuates the signal delivered to the load at a given frequency. The
single tuned filter consisting of a parallel LC combination (Figure 47),
for example, attenuates signals at all frequencies other than the

1 1
resonant frequency T where it presents an infinite parallel

impedance that allows the maximum power to be delivered to the load.

The filter transfer models calculate the "insertion loss" in dB
provided by a filter at a given frequency, i.e., the reduction in
delivered power due to insertion of a filter. Thus the insertion loss
of the single tuned filter at the resonant frequency is 0 dB, i.e., the
insertion of the filter does not attenuate the signal delivered to the
load at that frequency.

Practical filters are not ideal, lossless networks; there are always
dissipative elements which affect filter performance. Consequently the
filter models provide for a minimum insertion loss, y, to represent actual
dissipation at the tuned frequency or in the pass band. The filter
models also provide a maximum insertion loss or isolation, isol, to
represent the departure from the ideal rejection in the rejection band.
The minimum and maximum insertion loss provide lower and upper bounds
for the filter transfer function.

The filter transfer functions derived in this section are given in
2 2 2 2 2terms of T (the ratio of V /V with a filter to V /V without the

212 1
filter, where V2 is the voltage delivered to the load and V is the

source voltage).
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The filter models calculate T2 as shown for the seven filter types.

Then they bound T2 by the minimum insertion loss y and maximum isolation
"Jsol:

isol isol
2 10 2 10If T < 10 ,T =10

If2  10 2 10
If T > 100, T =10

If, for examT.le, the minimum insertion loss is -1 oP and the maximum

isolation is -80 dB, then 10-8 < T2 < .794

1. Single Tuted Filter

R
+ 0 O -- - --- -, , 0 +

v+ T
-0 0-

FIGURE 47

SINGLE TUNED FILTER

The transfer function of the above general single tuned filter
is the ratio of the general output signal voltage to the irput
voltage. Note the resistances are equal so as to provide a match
for the pass band of the receptor.

V2  1/2

V1  + +- \//"CT (W 7 /-"

2 LC
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The square of the magnitude of transfer function is

2 4

1 1W

Defining f0 =2. V• tuned frequency in radians

and B - bandwidth in radians and inserting in the above leads
to: nRC

2 4

VI~ I I f2(f - f)

This expression can be simplified as

V2 4 X = f
1 2X1 f:

VI + X2  0

(V2 / V1) with filter

Defining filter "gain" as T2= (V2 /V 1 ),2 witho.;tfilter

TR = 1

2. Transformer Coupled Filter

Consider the following circuit, representative of a transformer coupled

filter.
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G1 
M

E1  T C1 Li L2 C2 G2 E2

-0 1 - 0
FIGURE 48

TRANSFORMER COUPLED FILTER

Solving the loop equations for the ratio between the output and input
voltages yields

sM G,
E2 L1L2 C1 C2

( 2 +2 + -)+ -(sk) 2  ( , ) +

where k - M V

Assume both tuned circuits have the same resonant frequency

and both tuned circuits have the same resonant Q

C '/ I 2G2 > >1

G0/
In the passband of the filter, let J 4 - Jc >> » C

Then

j~i M G1 ,

E, Ll1 2 C1 C2  (2jwc)2  Jic-JCc +

-1

jM G1  k2 2 2 22 ( .. . W2 k•c W+" " c

4 w L11.2 ClC 2  (-wc 2  ++ 2(w j d + 4
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Defining = C

yields

E2 jMG 1  1

E1  4wC3 L1 L2 C1 C2  62 4 J Q

The magnitude of this expression is

11E2 ~ k IFJ ~ _L2 G 1 1 2

Substituting L1 L2 C1 C2  4
"WC

G I 1

and WcG 1 G - cC

in the above yields

P2k 1
E 40" 1 k2)2_2

This expression is valid in the passband. However, at frequencies far
from the tuned frequency, the original expression becomes:

E21Ik I

The two approximations are equal at 6 - 4. For 6<4, the more compli-

cated expression is used and for 6>4, the asymptotic expression is used:
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The filter gain for the transformer coupled filter is defined as

E,2
"T2 E1 with filter

(E2)2

El without filter

k21

T2 02 2 -4. t +1)2 ;6<4

44
4 k2

Q2 63

3. Butterworth Tuned Filter

A Butterworth tuned filter is defined as a filter having a filter gain
of

T2 = 1

1 + X2n

0 = bandwidth
fo= tuned frequency

n order of filter

p- "1 I-

- 'I ri I

L . -

0- 
-

FIGURE 49
EXAMPLE OF THIRD ORDER

BUTTERWORTH FILTER
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4. Low Pass Filter

An nth order low pass filter has a filter "gain" of:

T2 , 1 f << fu

T2 =, (fu/f) 2n f >> fu

These asymptotic values are equal at f = ful so an envelope approximation
is used:

T2 = 1 f <-fu

T2= (fU/f) 2  f>fu

5. High Pass Filter

An nth order high pass filter has a filter "gain" of:

T2 -, I f >> fL

T2 ( f/f )2n f<fL

These asymptotic values are equal at f = fL so an envelope approximation
is used.

T2 = 1 ; f fL

T2= (f/fL )2n f < fL
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6 Band Pass Filter

The following formulas are used to represent a bandpass filter.

T2 = (f/fL)2n f < fL

T2 =1 ; fL < f < fu

T2 (Uf2n
(f /fT f > fu

7. Band Reject Filter

The band reject filter is assumed to accept all frequencies less than fL
and all frequencies higher than fu' but to attenuate frequencies in between.
Assuming a minimum gain Tmin (The antilogarithm of the negative of the inser-
tion loss divided by ten).

T2 = 1 ; f fL

T2 = (fL/f)2n 2 (f < f < f

T2 = Tmin fl --< f < f2

T2 =f/fu)2n f2 < f < fu

T2 = I ; f > fu

fl = f mL (Trin) -1/2 n

f2 = fu (Tmin) 1/2 n

2n

implicit in this model is the assumption that T min >.f 1 In case this

2n n
f Ln

is not so, the model takes the maximum of , and Tmin when fL< f <
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6.3.2 Simplified Theoretical Ground Wave Model (STGW) ECAC TN-003-315

A smooth earth surface is assumed, with a 4/3 earth radius accounting for
atmospheric refraction. 1 3 The model is valid for frequencies greater than 1 MHz
and less than 1 dHL, and moderate antenna height. The limitation on antenna
heigtlt ýs a consequence of a plane earth approximation for distances up to

d - 79X where hl, 2  antenna heights in meters and A is the wavelength in
meters. The plane earth approximation makes possible a two-ray optics solu-
tion, neglecting the "surface" wave for the moment.

The electric field at point B at height "h 2" above the plane due to radi-
ation from point A at height "hl", is the superposition of a direct ray and a
reflected ray (Figure 50).

A DIRECT RAY

- B

C h2

FIGURE 50

TWO RAY OPTICS REPRESENTATION

For far field distances much larger than the antenna heights, the
reflected ray is nearly horizontal, and the difference between path lengths
becomes very small. The plane wave propagation loss due to path length, pro-

1
portional to T, is virtually identical for the two rays, but the small

difference in path length can affect the phase difference if it is comparable
to a wavelength.

-jkSd -jkSr joJ
Let E (oe s + PEoe ) e

1
= free space field -

"d

p = complex reflection
coefficient of carth

S. = path length along direct ray

Sr = path length along reflected ray
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E -ikSd -jkSr
So - = e + peEo

E jk(Sd - Sr)
I-I I1 +pe I

Eo
IE = 1(+PCos 2i 1S + 2 2irS

For a strongly conducting earth p -1, so

IE 2IrAS

I-I -- 2(1-os -)

2h 1 b2

From the geometry, the difference in path length S t d and for
AS << X,

V/ (1 1 27rAS 2 21rAS
I-I ~ 2 -2(1 -I---()1

E0 2

E 47rh 1 h2  dFSM 41O h1 h2

I~7i - - ddFSM=

At a value of d equal to dFsM, the electric field would be equal to the

space field, beyond which it would decrease linearly as d increased until

the plane earth assumption is no longer valid at d = dc. At values of d less

than dFSM, the electric field would oscillate with a maximum of twice the
free space field at points where the two fields are exactly in phase (Figure
51).

1. E1 - - ---
EII

I I
d

0d FSM d FSM dc

2

FIGURE 51

GAIN OVER FREE SPACE vs DISTANCE
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For equal antenna heights, the model is valid only when

4Th1 h2  4wh 1
2

dFSM= = <dc

Thus hMAX = 4-dc

411

For heights greater than hMAX, the point dFSM, where the electric field
is equal to the free space field, would occur beyond the plane earth distance
dc, invalidating the model.

When the effect of the "surface wave" is included, the simplified theo-
retical ground wave model is as follows:

"Ada 20 log E -6 d < --- -

Eo 2

d dFSMAdB = 20 log-- WdFSM <d

dFSM 2

where
: 4 hl'h2'

dFSM = k

and

h1 '= Maximum [hl. ho] = Effective Antenna Height
of A

him Maximum [h2, hol = Effective Antenna Height
of B

ho= Cr2 + (0.06A) 2j 1/2 = Minimum Effective Antenna
ho r 1Height for Vertical
2wr [(Er - 1)2+ (0.06X 0)2) 1/4 Polarization

ho = W = Minimum Effective Antenna
2w (Er - 1)2 + (0.06X a)2] 1/4 Height for Horizontal

Polarization
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where

a = ground conductivity in mmhos/meter

er = relative dieletric constent of ground

The propagation loss does not vary with antenna height for heights between

zero and the minimum effective antenna height ho. This phenomenon is a cor-

sequence of the surface wave which follows the contour of the earth and is

most significant at the lower frequencies. The quantity Vh h2-d must not

exceed the maximum hHAX if the model is to be valid.

The minimum effective antenna height increases with increasing wave-

length. For vertical polarization it also increases with increasing ground

conductivity a. The ground conductivity is 27.8 mmhos/m for average land and

varies from 0.03 mmhos/m for tundra up to 11 mmhos/m for marsh land.

The maximum antenna height hMAX and maximum distance the earth is cons:-

dered as a plane are shown as a function of frequpncy (Figures 52 and 53).

dc (KILOMETERS)

100

10

01 f(MEGA HERTZ)

1 10 100 1000 3

FIGURE 52

MAXIMUM PLANE EARTH DISTANCE vs FREQUENCY

A hMAX (METERS)

1000

100

101 f (MEGAHERTZ)
1 10 100 1000

F IGUR E 53

MAXIMUM ALLOWABLE ANTENNA HEIGHT vs FREQUENCY
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S< dc 2 • o nqa nenThe model is only valid when hl h 2  hga. For unequal antenna
heights, one antenna may exceed hXAX as long as the inequality is satisfied.

For equal antenna heights the constraint is

h' <hMAx

and since h' - Max [hI ho], and ho < hMAX for all cases except vertical polar-
ization over sea water, the restriction will always be satisfied for equal
antenna heights if:

h <hMAx

The units used thioughout this model discussion are in terms of the MKS
system. The user input data is converted to the MKS system from the user
input form.

EXAMPLE

At 250 MHz, hMAX = 30 meters, and the model is valid when each antenna
height is 30 meters or about 100 feet. At that frequency, the maximum effec-
tive antenna height is ho = 0.8 meters for vertical polarization over average
land and ho = 0.05 meters for horizontal polarization. For an antenna combi-
nation of 1 meter and 900 meters,

h1 ' h2 Max (0.8, 1) X Max (0.8, 900) = 900 hMAX

and the model is still valid for vertical or horizontal polarization over
average land at 250 Mfz.

The model for ground propagation is physically correct and has been

empirically proven. The input data required is normally available.

6.3.3 Antenna Model

In the antenna model, antennas are categorized into two groups. Antennas
included in the first group are low gain antenna types such as a monopole,
dipole, slot or loop. Antennas included in the second group are medium to
high gain antenna types, such as horn or parabolic reflector.

All antennas in the first group are modeled analytically by trigonometric
expressions. A dipole, for example, has a directive gain G z 1.6 sin 2 e,
where e is the angle of an arbitrary direction with respect to the dipole axis.

All antennas in the second groip are modeled by a three dimensional three-
sector representation. Each sector subtends a solid angle in the unit sphere
and has an associated quantized antenna gain.

215



The three sectors are intended to correspond to a main beam, major side-

lobe and backlobe. A four sector model had been considered, but it was

decided that the three sector representation would be sufficient to charac-

terize most medium to high gain antennas, and that even two sectors would be

sufficient in many'cases.

Since antenna measurements are rarely available at frequencies other than

the design frequency or the first few harmonics thereof, the representation is
considered frequency independent as a worst case condition.

The three-sector model is pictured in Figure No. 54.

To use the three-sector representation, the sector parameters eMB, OSL,
GSL, and GBL are drawn from the antenna data file, where:

0 MB = Vertical half-beamwidth of main beam

OMB = Horizontal half-beamwidth of main beam
GMB = Main beam gain

03L = Sidelobe half-beamwidth
GSL = Sidelobe gain

GBL = Backlobe gain

The gain in an arbitrary direction e, p in the coordinate system of the
antenna is found by determining the sector in which that direction falls and
choosing the gain associated with that particular sector.

If the antenna coordinate system is rotated with respect to the system
reference frame, an orthogonal transformation must be used to calculate the
"look angle" with respect to the antenna coordinate system.

If the look angle in the system frame is given by (OD, 6D) where OD is
the angle to the Z-axis and OD is the azimuthal angle, and the antenna is
rotated by angle OR about its Z-axis and OR about its Y-axis, respectively,
then the look angle in the antenna coordinate system (0, 0) is defined by the
Euler transformation:

sin 0 cOs 0 cOs OR cOs OR sin OD cos OD + cOs 0 R sin OR sin OD sin OD + sin OR cos OJ

sin 0 sin 0 - sin OR sin OD cOs OD + cOs OR si OD sin OD

cos 0 = - sin OR cOs OR sin OD cOs OD - sin OR sin OR sinOD sin OD + cOs 0 R cOs OD
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GP 73 049,524

FIGURE 54
ANTENNA PATTERN BEAM ANGLES

6.3.4 Intravehicular Propagation Model

This model 1 4 calculates the propagation loss associated with an electro-magnetic coupling path when both source and receptor are located on the sameaircraft or spacecraft. The power received is related to the power trans-"nitted in the following way:

PR = PT + TFS + SF

where

PT = transmitter power in dBm

TFS -- free spl•ce transm;ssion factor in dO

SF = shadiag factor in d8

The free space tranrmission factor is derived from the Friis transmission
equation and is given by:

TFS =GT + GR + 20 IOgl0 - --

where

GT gain of transmitting antenna in dB

GR = gain of receiving antenna in dB

wavelength in meters

0 = distance between two antennas in meters
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The shading factor SF is the adjustment to the free space transmission
factor due to the presence of the aircraft or spacecraft, whose bulk may be
interposed in the region between transmitter and receiver.

Vehicular Geometry

The antenna separation, D, is determined using the aircraft model shown
in Figure 55. Antenna locations are specified in the usual fuselage station
(FS), waterline (WL) and butt-line (BL) system used for airLraft. For
analysis, these locations are converted by the computer into cylindrical
coordinates (p, 0, Z) (p and Z are in inches,0 is in radians). The Z-axis
of the cylindrical coordinate system is the centroid of the aircraft and
is displaced vertically from the WL - 0 line, a distance denoted as WLC.
The base of the conical nose section is specified by FSN.

Y-Axis

Typica I
Antenna ( Centroid)
Location Z-Ax~s

(WL-WLW) O

X A xis B ,_ "L 
0

WLC FSN
Con ical
Nose Section

FIGURE 55 GP73 o495 22

MODEL USED TO APPROXIMATE AIRCRAFT

D is determined by using the combination of straight lines, conical
spirals, and/or cylindrical spirals that gives the shortest distance between
the two antennas over the aircraft surface. The cminaticn used depends
on the relationship of the two antennas to the fuselage and wings. With both
antennas on the fuselage, a zonical spiral is used when one or both antennas
are forward of FSN, and a cylindrical spiral is used when both are aft of FSN

For the conical spiral, the distance between two points, P1 (pi, Olt ZI)

and P2 (p 2 " e2' Z2 ) is

D P1 c-P 2 d +a 2 +b 2 inI 1+
con 2a 2a P2 +d
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I)P 2 -P,
where a =02 0

Z2 - Z1
b 02- 0 1

2 2 1T

• d = 2 + 2 + 22

For the cylindrical spiral (P1 f P2 P f), the distance between two points is

Dcv = /f2(18020)2 + (z2_Z)2

SStraight line distances are found using

2 21 P

DsR = +PI 2 2plp2CS(0 2 -0)+( z 2 Z1)2.

When one antenna is off the fuselage but the other is on, as illustrated

in Figure 56, D is a combination of straight line and cylindrical spiral
segments.

The tangent point on the fuselage for which D is minimum has a coordinate
(assuming P2, e2, Z2 is the point off the fuselage)

1

ot = 0 2 ± tan- 1 - -

(The appropriate sign is used that produces minimum D.) The Z coordinate of
the tangent point is

P1 I01-0o I z2 + zIv
zt = 

Vpl_________

P1 now becomes Pf in the previous equations and (01, Zl) become (et, Zt)
respectively when calculating the straight line segment.
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Antenna 2
P2 P2, 0 2' Z2 )

Z-Axis

Tangent Point
S Dc P Pt (Pf' ,ot I Zt)

D DCYI + Dsk Antei-j 1
P1 Pf, P2 >• Pi P1 (G:f'.l,Z1 ) G r730495 20

FIGURE 56
DISTANCE BETWEEN TWO ANTENNAS WHEN ONE IS LOCATED OFF FUSELAGE

AND A PORTION OF THE PATH IS AROUND THE FUSELAGE

When both antennas are off the fuselage and the shortest path between them
is around the fuselage, D consists of two straight line segments and one
cylindrical sprial segment as shown in Figure 57. In this case, there are two
tangent points. The 0 coordinate for the tangent points, Otl and 0 t2, are
computed using the above angle equation, and the Z coordinates are

Tangeri,
Points

P I (PI'•,Z01 • .z P2 (P2, 02'Z2)

0 Pl > of.

S" P2 > Pf
Pf

F IGUR•E 57 (;P,3 049b 2'

DISTANCE BETWEEN TWO ANTENNAS WHEN BOTH ARE OFF THE FUSELAGE

AND THE PATH S AROUND THE FUSELAGE
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In the event that a wing intersects the propagation path, the wing must
be included in the distance calculation as well as the shading calculation.
The propagation path around the wing edge must be determined such thac its
total length D, is a minimum. First, the forward or aft wing edge !.s selected,
depending on which path will have the shortest total distance. Th'is is deter-
mined by calculating the intersection of the wing and a straight "ine between
the two antennas. Once the wing edge is determined, an itarativa technique is
used to find the point on that edge such that the propagatLon rath is a mini-
mum. A typical example, with both antennas off the fu.;elage 's shown in
Figure 58. For this, the distances are determined from the 'wing point co each
antenna using the techniques described above. The result Is the minimum
distance D.

Transmitter Antenna
P11 -Z-Axis

Intercept Point

Receiver Antenna

Wing

Wing Point PW Dwr Wing B~isector

GP73-495-19

FIGURE 58
TYPICAL PROPAGATION PATH WITH WING SHADING

Shading and Diffraction

Where a portion of the propagation path is around any curved surface,
allowance must be made for shading effects. an equation for the fuselage
shading, as a portion of the shading factor SF was derived from Hasserjian
and Ishimaru. 15 In their work, a function was given relating propagation
around an infinite conducting cylinder to that over a flat plane. The func-
tion can be reasonably approximated by
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-A

SFc A

where A = V W0O

A5.478x 10-3. forA < 26
3.340 x 1o- 3 , for A > 26

0.063, for A < 26
I 0.5621, for A > 26

and SFc a fuselage (cylindrical) shading factor (dB)
Pf = radius of cylinder (meters)
S= angle around cylinder of propagation path (radians)

= wavelength (meters)
DC = distance of cylindrical segment of propagation path (meters)

When a portion of the propagation path is around the wing, or any surface

edge, allowance must be made for diffraction effects. An incident electric

field can be related to a diffracted electric field using optic theory and

lowering the frequency range to radio frequency. From Figure 59, the diffrac-

tion attenuatiou function for the wing can be calculated using

SFw = 20 log1 0 l

max I sec ((ix - 0r +csc (ax +ar)dcos

where ~r = 2
x /B kr Dwr

and O'Fw = Wing shading factor (dB)
&x = Incident electric field from transmitter at wing point

ar = Received electric field at receiver antenna

,L = Angle between Z2 axis and incident wave propagation vector projected onto Y2 - Z2 plane

Ofr = Angle between Z2 axis and receptor wave propagation vector projected onto Y2 - Z2 plane

( = Angle of incident wave propagation vector to Y2 - Z2 plane

k = 2frf/c = Propagation constant

c = Velocity of Light (3 x 108 m/se•)

Dwr = Distance from wing point to receptor point (meters)
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The total shading factor is then the sum of the edge and cylindrical sur-
face factors.

Y2

z
y

Transmitter
AntennaA

Receiver

Poinngt

FIGURE 59 ,P73 0495 21

DIFFRACTION COORDINATE SYSTEM WHEN THE PROPAGATION PATH IS
AROUND THE WING EDGE. ATTENUATION FUNCTION IS CALCULATED

USING ANGLES IN THIS COORDINATE SYSTEM

6.3.5 Field to Wire Comoatibility Analysis

The coupling from environmental electromagnetic fields onto wiring is
important in the design of USAF systems. Usually, the fields enter the
vehicle through dielectric apertures in the systems skin and couple onto
wires immediately adjacent. These apertures include radomes, canopies,
landing gear doors, camera windows and air intakes, on aircraft and space
vehicles and doors and windows in ground systems.

Exposed wires are assumed to be adjacent to the aperture, and the amount

of RF energy coupled depends on the aperture size and location. A trans-
mission line model is then used to compute the currents induced in the
wire loads. Worst-case electromagnetic field vector orientation is
determined and used for the calculation.
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Figure 60 shows a transmission line exposed to an electromagnetic
field.

X

Transmission Line Wires

-Aperture A1 (Illuminated Port -n of Line)

ZO ZVI zV2 ZSzoZ

ha

ýH Loads Reflected
V Incideot Field GP74 0267 123

FIGURE 60
TRANSMISSION LINE ILLUMINATED BY ELECTROMAGNETIC FIELD

Integration of Faraday's law over the surface of the transmission
line results in

Aa
fAlo(VXE) n dS= -t./ " dS

Defining the voltage across the wires at a given z as

V (Z) = - Ex (x,z) dx

leads to the following transmission line partial differential equations
with voltage and current sources included:

- + Z I(z) = - (x.z) dx

az BY2
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and

" -- + Y V(z) = jWY Ex' (x,z) dxSaz

where a sinusoidal time dependence is assumed, Ei and Bi are the incident
fields, and Y and Z are the transmission line admittance and impedance,
respectively. 16

The two previous equations can then be used to derive two inhomogeneous
second order differential equations for the transmission 14.ne currents and
voltages. These equations are solved using the method of variation of
parameters.

When the entire transmission line is not exposed to the incident field,
expressions for the equivalent impedance of the unexposed transmission line
and the physical loads replace Zo and Z8 in Figure 60 and the equations.
The resulting current in Zo is then

zC
O D [Zc cosh (fQ1 ) + ZQ1sinh (YjI)]

2 [Ez' (bz) - Ezi (oz)] [Zc cosh -f (92 - z) + ZQ2 sinh II (Q2 - z)J dz

+ (Zc cosh If1R2 - Q1 + ZQ2 sinh -' (R2 - Q 1f Ex' (xQ 1 ) dx

-Z c Ob Ex' (x,Q2 ) dx.1

Likewise, the current in Z. is given by
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zc
IsUD [Zc cos Y(s-e 2 ) + Z2 2 sinhy (s-2 2 )]

[,. 2  WEz (b~z)- E (Oz)I (Zc coshT (z-Q 1 ) + sinhT(z-R1) dz

b b
rz +Z0 1 sinh 11,o2i 1 (1,21 dx +Z c E' (x,11 dxN

where 0o

Zc = transmission line characteristic impedance

-y - complex propagation constant

b - separation between wires
s - total length of transmission line

Q1 and e2 = define exposed portion of line

and

D D(ZZ + ZeZ ) iiQoQ j7 -f

c (Z + 2 c o ''-J-2 ) + (Z2c +ZQ2 Z) sinh y(Q2- Q1)

Zi1 and Z12 are the termination impedances as seen at the aperture
edges.

They are given by

Z + Z tanhQ 1 -Z 1 = Zc
I Cz c + Zo tanh -f 1

and
= Zs + Zc tanhy (s-R2 )

Zc + Zs tanh (S-Q 2 )

These equations are dependent only on the incident electric fields, since
the scattered fields have been accounted for in the induced transmission
line currents.

For a transmission line that is electrically shbrt, [y(L 2-' 1 )] " 1,
the equations for the currents generated in the transmission line by an

incident electromagnetic field take on an asymptotic form.

226
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If the incident wave is propagating along the direction of the line,
) with the electric field in the plane of theoaires, the current generated

at t2 is approximately:

1 22 -Eb(Q 2 - 11) YZQl + 1Zc

ZC(ZQ I + Z R21

where E is the electric field intensity and b is'the
separation between the two wires (or double the distance
above a ground station)

For a transmission line that is not electrically short, the expression
for the current is more complex. However, if the line is aimost lossless,
ie., y J-K, the current at £2 is approximately:

It -E(1 2 -Q 1 ) i(Zk1 + Zc) sink(( 2 -21el

0 .

where
0 C~ + Lifl+sifk(l RZZ 2 1 + Z22) Cosk( 2 _ 1 + + ZI 1 ZR21 sink(Q2 -Q 1 )

An envelope expression was developed for this case and implemented in
IEMCAP.

Assuming ZL is the load in question the programmed aormulas are

X 2 Z0

I 1 L2Zob
if Zo> Zc and X < Z-

1zc +zo

Zc (Zo + Z 27

' if Zo>Zcand X>j 0o
i I Zc + zo
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I I'= 2b Zc(ZZoZI

I ZcI
if ZO < Zc and X c

I zc l

ifZO<ZcandX> I-Zc

Zc + ZL

Ijj= 2b

The induced current is

I ILI = Min [ I I'Ll, I Bound]

Max ( 74,Q]
I'Bound . ...

Bo nd /3 77 x -Re (Z L)i

If a shield is present and the frequency is greater than 7228 Hz but

less than 9 x 105 Hz

IL=IL x 10 [4.8 Oglof - 70.8]Iog 10f + 201.5

If the frequency is greater than 9 x 105 Hz

IL = IL x 10 [(-67 Iogl 0 f + 42.5) Iog 10 f -345.8] I 101of + 855

If a double shield is present, the above powers of ten are multiplied

3
by 3

228



The above analysis can be easily extended to wires routed close to more
than one aperture. Using superposition, the analysis is used to calculate
the currents from each exposure, and the resulting complex currents are
summed.

Ground Plane Effects

This analysis can also be applied to circuits with a ground plane return.
In this case, the transmission line is formed by using the ground plane image
of the primary wire. The above equations are applied using twice the height
above gr.ound for the wire separation.

2
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6.3.6 Wire to Wire Coupling

During the calculation of the coupling from emitter ports to a particu-
lar receptor port, a check is made to determine if any wires connected to any
of the emitter ports are in the same bundle and run as wires connected to the
receptor port. If there are such wires, the wire to wire coupliug routine is
called. This routine computes the spectral voltages induced in the receptor
circuit by the emitter circuit. These calculations are performed on a pair
basis (only one emitter circuit considered to couple with the receptor cir-
cuit for each calculation) with the effectz of all ocher circuits neglected
during this calculation. Each possible pair coupling is computed in turn and
the total coupling is calculated by summing all of the pair couplings without
regard to phase. It should be noted that the validity of this wire-to-wire
coupling model has been verified by experimental data.

In order to make this applicable to general systems, it is necessary to
have models available for computing the coupling between the circuit pairs
even when the connecting wires have a relatively complex configuration (such
as shielded, twisted pairs). For this'program, the circuits for which models
have been developed include

(a) Single (unshielded) wires with grouno return

(b) Twisted pair circuits (balanced 6r unbalanced)

(c) Shielded wires (single or double shield) with single or multiply
grounded shields

(d) Shielded twisted pair circuits (balanced or unbalanced, single or
double shield) with single or multiply grounded shields.

These models are valid for both emitter and receptor circuits and any type
of emitter circuit may be analyzed with any type receptor circuit.

For frequencies where the wire length is short compared to a wavelength,
the models provide an accurate representation of the actual coupling situa-
tions. However, for the frequencies where the wire lengths are comparable to
or greater than the wavelength, the actual coupling is very sensitive to line
length and no simple model is available for modeling the exact coupling. In
this frequency range, the models approximate the envelope of the coupling
curve so that the predicted coupling is never less than the actual.

The basic model for wire to wire coupling considers capacitive coupling
due to the interwire capacitayge2And inductive coupling due to the mutual
inductance between the wires. -i This model uses the approximation that the
total coupling can be computed as the sum of the capacitive and inductive
coupling computed separately.
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i The analysis of circuits which are more complex than a single wire with
ground raccomplished by finding an equivalent (in terms of coupling)

single wire representation for the circuit. Although the single wire equiv-
alents for these circuits are different for capacitive and inductive coupling,
this technique allows the same routines to be used for all circuits considered.

I

The calculation, procedure must be modified somewhat for emitter and
receptor circuits which have several branches, discontinuities, pigtail shield
terminations, etc. This is necessary because the emitter current and equiv-
alent circuit change from segment to segment for circuits with these discon-
tinuities. In this case the emitter current (and the summation of voltages
coupled to the receptor port) is computed on the basis of the entire emitter
(receptor) configuration but the coupling is computed on a segment by segment
basis. This is accomplished by first computing the current and the single
wire equivalent for each segment of the emitter circuit which has a common
segment with the receptor port circuit. The proper equivalent receptor cir-
cuit segment is paired with the correct emitter segment for computation of
the coupling ca a segmeat by segment basis. All of the coupling components
are then summed (accoraing to the wire map for the receptor circuit) to
determine the total coupling. This is done for both capacitive and inductive
coupling at all frequencies for which the coupling is required (these frequen-
cies are supplied by COUPLE).

This method of segmenting the wires allows the calculation of the effects
of environmental fields on the complete receptor circuit at the same time the
first emitter circuit is being analyzed. This is accomplished by Laing
asymptotic expressions for field to wire coupling on internal circuits.

Data for calculation of the coupling parameters and the wire map for
ascertaining how the components of coupling must be combined is supplied
from port data, bundle data, and from the wire characteristics table. In all
parameter calculations, the wire spacing is taken as one-fourth of a bundle
diameter. This value was picked as a reasonable compromise between the worst
case situation (where wires are separated only by their insulation) and the
average value of separation of wires in a bundle (assuming random placement
of wires during bundle construction).

Capacitive Coupling - For the calculation of the capacitive coupling
between an emitter circuit segment and a receptor circuit segment, the wire
to wire capacitance between the segments is computed for the length which the
segments have in common. The basic configuration for this calculation is two
wires above a ground plane as shown in Figure 61.

The circuit representation of the capacitive coupling for this configuratio
is shown in Figure 62.
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FIGURE 61

PARALLEL WIRES OVER A GROUND PLANE

EmitterLine • Receptor Line

Emitter Line VlaeV
Voltage V1
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FIGURE 62
CIRCUIT REPRESENTATIVE OF CAPACITIVE COUPLING BETWEEN

PARALLEL WIRES OVER A GROUND PLANE
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In this case t i capacitance per unit length between the two wires is

given by 

21r ceff P12
C12 - det

where
+ r2  Is - r - r2 2

P12  1/2 ....... i + cosh (- )
2sr 1  / 2sr 2

+ 1 22) -(r 1 2 -2r

det = cosh ( cosh-•r() -P12'

r, r2

and + R2\ 2
eef = 60 + [e-Eo.e 0 /(2s+ R1 + R2

2

1/2 /r 1 + r2 )

This capacitance is used to calculate the capacitive coupling of the
emitter segment to the receptor segment according to the relation

V2 1

I + I
V1  jw•ZC12 s

ZbIZb2
Z=

where ZbI + Zb2

and is the segment length.
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In a case where the emitter wire is shielded, the above equation is used to
find the capacitive coupling but C is computed using r1 equal to the out-

121
side radius of the emitter shield. This gives

-- •-"V2

Veso .
wjZ C12 Rs

where the emitter voltage, Veso is the voltage on the outside of the emitter

shield rather than the emitter wire voltage. It is computed by a two step
procedure where the capacitive coupling fror the emitter wire to its shield
determines the potential on the inner surface of the shield, and the shield
factor for the shield determines V

eso

Emitter Ciield Voltage Emitter Shield.Radius
(Outside) Veso-- •(inside) rsi

Emitter . / .\.jJ

WireVltage VR-u r

Emtter Sheld Voltage

(Inside) Vesi

FIGURE 63 "P73.4MO13

SHIELDED EMITTER WIRE SEGMFNT

The wire to shield capacitance per unit length for this configuration is

27T E
Cws=

In (rs-)

where e is the permittivity of the material between wire and shield and rsi
and r1 are as shown in Figure 63.
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• I

)The voltage Vesi on the inner shield surface can then be written as

Vesi 1

1
iw RS CW Vs

where V1 is the voltage on the emitter wire and Rs is the frequency

dependent shield resistance to ground. Since the number of shield termin-
ations to ground has been found to have only a minor effect on shield

resistance, Rs is computed as the resistance from the middle of the emitter
segment to its nearest ground termination. It is given by the equation.

, 2te t

sinh"•-e + sin 2te

Rs Ro 6e 6e
1% R0

2te 2te
cosh 2te cos

6e 6e

ere t is the emitter shield thickness, and 6 is the emitter skin depth.
whe e e

R is the total dc shield resistance given by
0

Res
Ro =-_

27r r~i o t

where / is the shield length (measured from the middle of the segment to
es

the nearest termination), a is shield conductivity and t is shield thickness.

The voltage Veso on the outside of the shield can be written in terms of Vesi
as

Seo = exp[-1-e ] + Fe
Vesi se

te

The factor e 6e models the penetration of the field through the shield metal
while the factor Fe accounts for the penetration of the field through the
shield weave. It has been found that Fe can be approximated as .02 for

shields which have an optical coverage of 80-90% and this is the value used
for calculations. For shields with better optical coverage, the coupling
due to Fe will be slightly overpredicted.
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The voltage coupled to the receptor segment is given by the product of
these factors as

(ý*v Q Fe(1+ +~ ~jow Rs Cws Iýs J•C12 1)/

where all symbols are as given previously.

When the emitter wire is double shielded, it is necessary to insert two
more multiplicative factors into the above equation for capacitive coupling.
These factors are

1

1
1+

jW Csls2tAs Rs2

and ' te2

ex;. (- 6e2 +Fe2

The first factor computes the capacitive coupling from the first shield to
the second and Lhe second factor models the penetration of the field through
the second shield. In these factors, C is the capacitance per unit length

sls2
from the inside shield to the outside shield, Fs2 is the resistance of the

outside shield and te 2, 6e2' and Fe2 are the thickness, skin depth, and weave

penetration factor respectively for the outside shield.

For cases where the receptor wire is shielded, tC--, .. , ors are used

to compute the field penetration thirough the receptor shield(s) and the
capacitive coupling from shield to wire (or shield to shield to wire).

An additional factor has been put into all shielding formulas in the

program to account for the exposed porrion of a shielded wire due to the pig-

tail shield termination. The program assunmes that all circuits have three

inches of exposed wire between Lhe shield and the wire termination. So as

not to be unrealistic in the amount of coupling resulting from the circuit

exposure this effect is only accounted for when an emitter wire segment is

In common with Lhis portion of the receptor circuit and vice versa for an

emitter pigtail segment.
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capacitive coupling is altered by the presence of the second wire in the

twisted pair. The exact effect of this alteration is dependent on several
factors such as twist, insulation thickness, degree of balance, etc. These
effects are difficult to model accurately, however., a worst case situation
can be modeled by assuming that the second wire provides no reduction in the
amount of coupling. To enable the use of a simple model which will never
underpredict the coupling, this worst case model is used. That is, the
capacitive coupling of a twisted pair ._:•uiet with another circuit is treated
the sanme as the coupling of a single wire with anotaer circLIt.

Inductive Coupling - The calculation of inductive coupling between the
emitter and the receptor circuits is computed using the mutual inductance be-
tween the circuits. The circuit representation of the basic configuration of
two open wires with ground return as shown in Figure 64.

~3 Za2 L2 T
S-S

,,V1/ 141495 tO

FIGURE 64

CIRCUIT REPRESENTATIVE OF INDUCTIVE COUPLING BETWEEN
PARALLEL WIRES OVER A GROUND PLANE

For this configuration, the voltage induced in the receptor segment is given
by

V, = jWL 1 2 11Vs

where 1 is the current in the emitter circuit and Zs is the length of the
receptor segment. The mutual inductance per unit length, L1 2 , is given by

go I (hi + h2 )2 +s2
1-12' -- In h 2 S2

41r (hi - h2 )2
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where lio is the permeability of free space and the other symbols are as shown
in Figure 48. The component of the voltage Vi which appears at the receptor
port in the receptor circuit is

Zb2
VL = Zbl + Zb2 + joL2$

where the impedances are as shown in Figure 64. L2 is the self inductance
per unit length of the receptor wire and is given by

L Qn 2h2 1

12 2 r2

where h2 and r 2 are as shown in Figure 61. The current I may be written as

VI

Za2 + jWL1 Rs

where V1 is the voltage on the emitter wire (voltage is approximated as
constant at all points along the wire) and L1 is the self inductance per unit
length of the emitter wire as given by

n -

L I 2 ff

The symbols hl and rl are height and radius respectively for the emitter wire
(see Figure 61).

For a configuration consisting of single wire emitter and receptor with
ground return, the above equations can be combined to give the voltage at the
receptor port

Zb2 + IZa2 + jwL

(LZb1 + Z b2 + - w1 s(.N2+j t)
28 /

238



When the emitter (or receptor) circuit is shielded and/or twisted, the same

) procedure is used with the composite circuits replaced by their single wire
models. It is, of course, necessary to compute the parameter values for
these single wire equivalents in terms of the actual circuit parameter valueg
This procedure is used for any circuit which consists of twisted pairs or
which has multiple grounded shields (whether a twisted pair or not). In
cases where the shield(s) is(are) single grounded or ungrounded the shield
current is taken as zero and the inductive coupling is unaffected by shield-
ing.

When the emitter wire has a multiple grounded shield, its single wire
equivalent is found by computing the net current in the wire and its shield.
The single wire equivalent is then taken as a wire of radius equal to the
outside shield radius which carries a current equal to the net current on the
wire and its shield.

The current induced on the shield car be written as

Vs
Ish =Rs + j•l~swQs

where Rs is the total shield resistance (as given previously) and Lsw is
the shield to wire inductance per unit length which can be approximated

=SW--Qn - -1
L• 2f rs

In this case, hl is the height (above ground) of the emitter wire and rs is
the shield radius. The voltage, Vs, induced in the shield is given by

VV3= ijL•wI%

and the net emitter current Ieff is

leffw11 - Ish

or RS
leff = i 1

3s + 9 Lsws
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A

This effective current is used with the shield radius r to form the single

wire equivalent emitter for the calculation of inductive coupling.
I

If the emitter segment is double shielded (with multiple grounds on both

shields), the effective current is computed as the net current flowing on Lhe

emitter wire and both shields. This is computed using the same equation as

above with the same value for Is and the parallel combination of the shield

resistances for R.s

When the receptor circuit has a multiple grounded shield, the current in

the shield can be calculated as

Vrs jw Les2 Vs 11
Ir$ FRrs + JwLrs Vs Rrs + IwLrs ts

where Lrs and Rrs are the self inductance per unit length and total

resistance of the receptor shield. In this case, Les2 is the mutual

inductance per unit length between the emittez circuit and the receptor

shield. The total'voltage induced on the receptor wire is given by the

sum of the voltages induced by the emitter current and by the receptor

shield current. It can be written as

V2 = Jw Lew2 Vsll - j(JILs2w2 VsIrs

or / JWLes2 Vs I I

V2 = j.,Lew2•s1l - j',,Ls2w2 'SRrs + Irs V /

where Lew2 is the mutual inductance per unit length between the emitter
circuit and receptor wire, Ls2w2 is the mutual inductance per unit length
oetween the receptor wire and its shield, and Les2 is the mutual inductance
between the emitter circuit and the receptor shield. Since the emitter
and receptor are taken to be one-fourth bundle diameter apart, this can be
approximated as

iwLes2

V2 = (6"les2 - jwLs2w2 ) Vs1I
Rrs + j sLrs

o2V2=40 e2 + S

or i~S2R rs rsi /s
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For cases where the emitter circuit is shielded, Il is replaced by Ieff. If
the receptor circuit is double shielded with multiple grounds, the same
equations are used with Rrs being computed as the parallel combination of the
two shield resistances.

For circuits composed of twisted pairs, two components of inductive
coupling are considered. First, for unbalanced twisted pairs, there is a
coupling caused by the common mode currents flowing in the twisted pair.
This coupling is found by computing the common mode current and cal2ulating
coupling based on a single wire carrying this current. Second, a component
of inductive coupling exists due to the differential mode current flowing in
the twisted pair irrespective of whether the circuit is balanced. This
coupling is computed by using the mutual inductance of the loop formed by the
twisted pair emitter (receptor) circuit and the receptor (emitter) circuit.

For an unbalanced twisted pair emitter circuit such as shown below, 'he
commoa mode current can be calculated as

Ic = jWC SV,

21r co Qs
where Cs -

Qn (2h/rw)

Emitter Voltage V 1

z Za2 VL

Ic- 'C s'

CSS
1

S~GP73-4H9 
11

FIGURE 65

INDUCTIVE MODEL FOR UNBALANCED, TWISTED EMITTER WIRE PAIR

for a shunt capacitance Cs as shown. This common mode current can then be
used as the single wire equivalent emitter current. If the twisted pair
emitter circuit is perfectly balanced, there is no common mode current and
only the differential mode coupling need be considered. For this case the
maximum couplinx, will exist when there is no twisting or only a small amount.
This worst case model where the wires are considered as parallel and separated
only by their insulation is used for calculation of differential mode
coupling.
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The voltage induced in the receptor circuit by this differential mode
current is

VL = j1L'2QId

In this equation, the mutual inductance L'1 2 of the twisted pair loop and the
receptor circuit is

t:12 = - -n [ -) + I

where d is the separation of the twisted pair and s is the average separation
between the emitter wire and receptor pair. The differential mode current,
Id, is the current which flows around the loop formed by the twisted pair.
For a twisted pair emitter circuit which is shielded, the common mode current
coupling is handled in exactly the same way as a single wire -arrying the
common mode current while the differential coupling is unaffeczed by the
shielding.

The twisted pair receptor circuit is modeled in a similar way. The load
voltage produced by the common mode currents for an unbalanced twisted recep-
tor are found by considering the loop formed by the twisted pair and the
ground plane as shown below.

Zb1 Zb2 V

Vind CS- Tt

GP73--495 12

FIGURE 66

INDUCTIVE MODEL FOR UNBALANCED, TWISTED RECEPTOR WIRE PAIR
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The load voltage VL can be written in terma of the induced voltage Vind as

i'uieqC-s
VL + jwZeqCs Vind

Zb 1Zb 2

where Zeq Z b
b1 + Zb2

and
Vind = JWL1 2 sll

For a balanced twisted receptor, there is no common mode coupling and
only differential coupling need be considered. In this case the voltage
induceu in the twisted pair receptor loop can be found as

Vind = iwL129s$1

where L' is the mutual inductance between the emitter circuit and the
loop formed by the twisted receptor pair. The voltage at the receptor
port is then calculated as

Zb2
VL -Zb + Zb2 Vind

When the i'eceptor circuit is shielded, the common mode current coupling is
modified by the same factor as for single shielded wires while the coupling
due to differential mode current is not changed by the presence of shields.

In the foregoing, account has been taken of inductive shielding effec-
tiveness provided by shields. As discussed under capacitance, the reduction
of this shielding effectiveness is considered due to the coupling into the
pigtailed portion of the shields. It has been assumed in the wire to wireI portion of this program that the area capable for both emission and reception
is three inches in length and two inches above the ground plane.
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Common Impedance - The fact that many circuits share a common return has
caused many instances of EMI. The reason for this problem beyond the induc-
tive and capacitive couplings already discussed is the return current of one
circuit flowing through the non-zero impedance of the return path acts as a
current generator of finite impedance into other commonly grounded circuits.
This type of coupling has been modeled by assuming a wire as a common return
element. This obviously is "worst case" since large metal portions of the
ground return will generally provide less impedance than a typically large
wire. By assuming that the receptor circuit does not load down the emitter
circuit, this effect can be added into the calculation after considerations
of inductance and capacitance have been calculated.

Port Impedance - The port impedances which form the terminations of the
wire segments are modeled as the R-L-C configuration shown in Figure 67.
This model allows any finite value of R, L, and C to be used in specifying
the port impedance (Note: both R and L cannot be zero).

The total impedance connected to each end of a wire segment is computed by
use of these port impedances and the wire map data. These segment
termination impedances then allow computation of the wire to wire coupling
according to the equations previously given.

0A

L

FIGURE 67

PORT TERMINATION IMPEDANCE CONFIGURATION
GP73 1075 29
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6.3.7 Case to CaseI)
The case to case model uses the emission and susceptibiliLy levels as

specified in Section 3.3.1.3, Non-Required Emission and Susceptibility.
These levels are related to the system configuration by modelling each case

as though it were a dipole. The source model assumes a fall off of (i1 3
for both the electric and magnetic fields.
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6.4 PROGRAIIED FORMULAS

6.4.1 Spectrum Models

The programmed spectrum model formulas are expressed, as follows, in tabular
form in terms of the program input parameters. All input parameters are defined
and, where applicable, illustrated in pictorial representations.

For emitters both broadband and narrowband spectra are given, while only
narrowband spectra are given for receptors. The spectra in the required
frequency range of emitters and receptors are given in MKS units for the sake
of simplicity: watts/Hz and watts for broadband and narrowband respectively.

In the unrequired range of emitters and receptors, spectra are given in
units of dB microaraps/NHz and dB microamps. For a load of Z ohms, the
conversion from watts/Hz to dBuA/MHz is

dBpA/MHz = 10 Iog[watts/Hz] + 180- 10 Iog[impe'ance]

and the conversion from v'atts to dBpA is

dB~uA = 10 log[watts] + 120 - 10 log[impedance]

6.4.1.1 RF Modulations

CW PNB(f)= Pb(Af)

where P = carrier power

p 8 (f-fc)

z

CW Frequency

FIGURE 68 CW
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PDM/AM PBB(f) = ;0 <lAfl6<AfM

PB)= 6 -B f-2 ;IAfl,>A fM

,.(' = 0.25 PS (M~)

wherp

bandwidth = 2 fB
I •Af = f-fc

P = peak RF power

-fm=- fM

4 1

P o

6 2B

I ¶ P (Af

P P=~f I 'A f P)(f -2

I-
f6 f+

f c fc + A•fMi c c

bandwidth GP74 0267 5

FIGURE 69 PDM-AM
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PCM/AM-NRZ PBB(f) 0.25-- ;0<1 Afl<<IfM
fB

PBBIf) = ).25- 2.
f8 \Af / f>fM

PNB(f) = 0.25 Pb (Af)

where

bandwidth = f

AfM
-IM =

IT

P = peak transmitter power

Af = -f c

PNB(f) =-P (f-fc)
4

1 P
B(f) = --

BB 4 fB

I /AfM) 2

fc fc + AfM

bandwidth GP74 0267 6

FIGURE 70 PCM-NRZ
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4m~p

PCM/AM-Biphase P8 =(f) m2 ;0< fIpAfM

PBB() = 42 (fM) ;IAfI>afM7r 2fB (--•

PNB3(f) = PS (Af)

where I fM = fB

T 2
bandwidth = -- f816B

Af = f - f

P = carrier power

f8 = bit rate

m - modulation index

P NBaf) =p(f - fC
4 m

2 p

p Mf eT fB

I 4m 2P 2

fc fc + . fM

H
bandwidth OP74 02677

FIGURE 71 PCM/AM-BIPHASE
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PPM/AM PBB'f) = PT 2fB 0< I Afl ,AfM

P~l~f) = Pr2 fB fm 2 ;I Afl> fM

1
bandwidth = -

7

7 = pulse width

P = peak transmitter power

fB = bit rate

Af = f - fc

AfM =

IT.

22

SI 2

fc f +Af

c cM

bandwidth

FIGURE 72 PPM/AM
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MORSE PBBII) = Go ;0< [If I -ftone] : o4 fl

PBB(f) = Go(Afl)2/[,Afl-f tone]12 ; Afl1< [ IAfl -ftone] < Af2

PBBI~f) = Go0l0-6 1f 2)14/[ 1 Af I- ftone 14 ; ,[if- f tone] > Af2

for ftone = 0 for ftone 0

o LP6

4 16

BW =6 BW= 26

PP P
PNB) 6 (Af) = -6f- -fp (-

-NB(f) =- 6 (f fc ftone) + - 6 (f fc + ftone)

0.8
where = -6

WPM

Af f f-fc

1
Af 1 =

=f2 1000 -

P = carrier p'nwer
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ftone - 0

-PNBlf) P6 (f - fc)
4

P - G0

~P 36(f. - G fI IH-•T•2

1 11.f 3  4

,''NJl" 
IfI C) Go x 10- 6  -

fc Af Af 2 1000 %fI

bandwidth =

ftore # 0

P

PBBf 0 o -- N f) - (A.. ftone
16 one

P

"- PNBf • - ( 1f + tone
16

Ii G H If 2, BB (0 G 0 1 f I f tone] 2

I ftone + Afi

Sftone + Bf2

P~sf) -G xio At0)
o 4

I~~toneI

SI P 14 ,02Cq

FIGURE 73 MORSE
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FSK PBf Pc, ;IXI <XM

P88() AB (-2 _X2)2 lxi> XM

bandwidths = fDEV +fB

where D = fDEV/fB

At
X =2-

fB

4 4
For D < Fo~rD)

p 0 -7T2/3~ p 72P

0 42o 8  PB

S 24 (CL2D) 2/34M \x ,D +~ D
ir m IT
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4
D• 2 2_-, - D

II J I
bandwidth- =f 2 - f)+f W22

-,pBB(f) _ -- _

4 8e

I f+X fB +4B D 2 ( D )

_ I I I II
fl fc f2

bandwidth = (f2 -f fB I + fBo

SFIGURE 74 FSK
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P 1

PAM/FM PBB(f) - exp - - -

oV, 2- \ol-

fDEV
where o =-

3

Af= f -fc

P = transmitter power

bandwidth =ov -

I I

f+22

fc - 2u fc f c + 2u

bandwidth GP74o267 12

FIGURE 75 PAM/FM
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RADAR 1) Rectangular Pulse

PBB(f) = B ;,( fI•AfM

where

T = pulseduration

fB = bit rate

bandwidth =
T

1
"AfM =

Af= f - fC

P= peak power

P OB PT 2
fB

BB B

I I

fc fc +Af M

bandwidth

FIGURE 76 RADAR RECT
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2) Trapezoidal Pulse

PBB(f) = pr 2fB I, A f, <• Afl

PArfPBBlf) = Pr2fB ('-.1fI-)2 ; Af1 < I -Af I <• %f2

PB = PT2fB \- )2'(- '2\ _ 2 ;I f I >l2PBBAf Af2

where

P = peak power

T = pulse duration (between dB levels)

fB = bit rate
1

bandwidth =-
T

Af 1
iTT

"f2 = n
27r \TrTf

) Tr = rise time

Tf = fall time

PBB5fif) P7 pTfBa

At1P___BM ,,, B, (.•,ý b •

'If( )2ffc + AIf

bandwidth GP74 0261 11

FIGURE 77 RAIAR TRAP
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3) Cosine- squared

P8n(f) = PT2f ;IAf I<AfM

PeB, 1" p 2f M\M) 6 ; I Af I >AfM

where

fB = bit rate

bandwidth = -
T

"t = pulse width (between 6 dB levels)

P = peak power

AfM =

113

;BB-) = P T2 fB

SI 5A

BB B

fc fc +,ýfM

bandwidth

FIGURE 78 RAr)AR COSINE - SQUARED
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4) Gaussian

PB8ff) = 27rPT 2fB e-(2ffTzLf)2

where

P - peak power

pulse width (between half amplitude points)

fB :pulse repetition rate

fc =carrier frequency

lf =f-fc

TT
2.3548

1
bandwidth -

PB8 lf) = 27TPT 2f8

P89M = 21r PT2f * -(27TT~)

fCGP74 0267 13

FIGURE 79 RADAR GAUSSIAN
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5) Linear Pulse Compression

Pd = M Po 0<I Af < Afaa

Af
PdB(f)= Po - M log101 IA faa "aa < f I < Afb

if Af 2 4N f b

AfP dB(f) =Po - 20 log -1 "f< -f - Af2
Af .Af

d(f) P-20log I - 40 log 1I AfI> Af 2

if Af 2 < iffb

Af Af
PdB(f) = Po -20 log I-A• -40 log-I 1 1Af > Afb

where

P 0  =10log 2+Ji) fBI/DJ

f = carrier frequency

fo0 = function of fc' T, T Tf, D

"Af f - f

Afaa, Ifb = tunctions of r, Tr', Tf, D, sgn 'f - f0 )

P = R r power

= pulse width

r rise time
=r

"f = :adl time

D = pulse compression ratio (negative if
frequency decreases during pulse)

fB =bit rate

Afl - Vh

ir + 7 + 1±
2 2

Af2 = 1( +

PdB(f)= 10 log (PBB(f))
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p d (f lolg(pT 7T6 
2_fr

~db (lafj) DdW l~o

20 dt'lDecade

I I I40 BDcd

I I I

't Afl Afaa 'f a f
GP74 0267 14

FIGURE 80 CHIRP
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-~~~~~M W1, T" low. ~ ,*'~rr.~

AM - DSB P8BB(f) -=-2 Pgi IlAfl);i= 1,.2,3 '

PNBf) = P6(af)

where P = carrier power

bandwidth = 2B

m = modulation index

A f - fc

B = modulatinc signal bandwidth

i= 1 ivoice), 2 (clipped voice), 3 (non-voice)

PN P 6 if - f fc

if) = P go 2 Af)

f 1 G P74 0217 15

bandwidth

FIGURE 81 AM-DSB
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AM-DSB/SC PBB(f) = gi j Afi) ;i= 1.2,3

AM..../SC where P = peak envelope power

bAf n df -- fc

B = modulating signal bandwidth

= 1 (voice), 2 (clipped voice), 3 (non-voice)

P,,P LBB%1 0 - go (Af)

£12

bandwidth

FIGURE 82 AM.DSB/SC
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SSB-Lower PBB(f) = P gi (-Af); 1 1, 2, 3

bandwidth = B

P = peak envelope power

Af = f - fc

B = modulating signal bandwidth

i= 1 (voice). 2 (clipped voice), 3 (non-voice)

= 

f 
Pg' 

(af 
<0)

f
C

bandwidth

FIGURE 83 SSB- LOWER
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$ - 7 _ __M I M I f-7 M

SSS-Upper PBB(f) = P 91 IA), i 1, 2, 3

where

bandwidth B

P peak envelope power

It f-f

B = modulat:,r, signal bandwidth

1 (voice), 2 (clipped voice), 3 (non-voice)

POS --P9 # 0

c

bandwidth
G174 0267 16

FIGURE 84 SSB. UPPER
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P
FM PBB(f) = 2.062 BFM ; I < BFM

= M .=6P BFM _) 33.219 BFM <l f 1< 2BFMPBB~f f.6 F F

P x 10-0 A 1>2 BFM

1B(f)= 2.062 BFM

where BFM = fDEV B

fDEV = peak frequency deviation

B = bandwidth of modulation process

P = transmitter power

log I P(f) I

1 10 100 1,000

GP74-427 17

FIGURE 85 FM
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)g 1(x) 1) Voice

gx = 0 ;x<0

g(x) =(..4008485) ;0< x 8

W1x 1(1 0x0\o2.8 00 < x <100

;x>400

log I g1 Wx 1

1 10 100 1,000 10,000 100,000

FIGURE 86 VOICE
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g2(x) 2) Clipped Voice

g2 (x) = 0 ;x<0

1
g2 (x) =--" (.0023) ;O~x•<8

622

g2 (x)= (- 2 ,,8<x<70
622 \0

g2 (x) - ;70 < x < 350
622

1 J350 ,2 350 < x < 3500
622 C L/

1 (3L500\
92(x) = x_ ;6 x > 3500

62200

109 692 Wx I

SI I I:

10 100 1,000 10,000 100,000
GP74 0267 18

FIGURE 87 CLIPPED
VOICE
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g3(x) 3) Nonvoice

9g3 (x) = 0 ;x<O

g3(x) =- 0<X< B

I ffBl13.2821

g3 x) = -B W B < x <2

I (2B\5.8B< 40B
93(x) =0.0001 -B ,7 2B <x 4

g3 (x) = 0 ;x >40B

where B = modulating signal bandwidth

x = frequency relative to carrier

log I g3 (x)

•B

40B LW x• )

10 100 1,000 10,060

FIGURE 88 NON-VOICE
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6.4.1.2 Signal/Control Hodulations -

I A2

PDM = - ; <ffMPDM PB~f) 3 fB

1A(M)
PBB(f = 3f;f>fM3 B

where

A = peak voltage/current into 1 ohm

fB = bit rate

fM = fB

bandwidth =fB

1 A2

PBB(f) - 7-

I A2 (f M 2

~BB 3 fB \f

0 fM

bandwidth CP742G7 19

4IGURE 89 PDM
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1 A
2

PCM-NRZ P8B(f)- 2 fB ;O<f~fM

I A2  f 2\
P8 8 (f) =- 2 f T ;f>fM

where
1

bandwidth = -f
2B

fB

fM = -
7T

A = peak voltage/current into 1 ohm

fB= bit rate

I A
2

1 A2 2
I 2(f)2

2 fB

I I GP74-267 20
bandwidth

FIGURE 90 PCM-NRZ
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8m2 A2

PCM-Biphase PBB(f) - ;O<f <fM
I2fB

8m2 A2  2

P1(f) = 2- ( ;f>fM

~M
Ir fB

where

7r2

bandwidth =- fB32

m mcdulhtion index

A = peak voltage/current into 1 ohm

f= bit rate

8m
2 A

2

FPBB(f) 
=- Yr2 f" 8

8m2 A2 fEM 2
UP If) 2f

0 fe

wG GP74 0267 21bandwicit'

FIGURE 91 PCM/AM - BIPHASE
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PPM PBBlf) = 2A 2 r 2 fB ;2<f <fM
2

P BM = 2A 2 r
2 fB (2 ) ; >

where

A = peak voltage/current into I ohm

r = pulse duration

fB = bit rate

STy
1

bandwidth -
2T

P (f) 2A
2 r2 f2

0 fM
0 GP74 0267 2

FIGURE 92 PPM

273



411

Morse PBB(f) = Go I Af 1 AfM1

/AfM 1 2

PB =~f) = Go4f- ) AfI < Af 1 WM2

PBB (f) = 10-6x Go---- 2 ) ;)AfI>Afa 2

where 5 = 0.81WPM

A = peak voltage/current into 1 ohm

Af f- fftone

= 1
AfM1 = X-

ArM2 =1000 x IAfM1I

ftone 0 ftone 0

\A25 A26

2 0 8

1 1
bandwidth = - bandwi

2627

.A2
GNB 8- 5 (f -ftone"
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f tone 0

A
2 6

"PB8 (f) =-
2

2 A2(

I I
S•1f2

Af 2

bandwidth

tone0 0

A
2

p PNB) -= -- 6(f-ftone)

A2 r
p B8 (f) = 8

A26 ~Af 2
-PBB(f) = - -

A26 )
P86 (f) = x 10 6  (A21

8

tone- I"

bandwidth
GP74 0267 23

FIGURE 93 MORSE
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PAM PBB(f) 2A fBfM
fM 2

P = 2A2 2 2
BB(f)= 2A 2

T
2 fB ( f >fM

where fM
IT T

1
bandwidth -

2T

T = pulse width

fB = bit rate

A = peak voltage/current into 1 ohm

-PBB (f) = 2A 2 
T2

fB

2
II

i0 fM

bandwidth GP74 u267 2A

FIGURE 94 PAM
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)2A 2 f B
ESPIKE PBBMt  2 2

[(21rf) 2 + (1/r)21

where

A = peak voltage/current into 1 ohm

fB = bit rate
1

bandwidth =
4r

T decay time constant

I
2A 2

fBi ~PBBMf =

f •2 [2Tf 2 + (lIr)21

bandwidth

FIGURE 95 ESPIKE
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J2

Rectangular Pulse PB(f) = 2A 2 r2 fa ; 0< <fM

PBS~f) 2A 2r 2fB f 2 ;f > fM

where

1
bandwidth = -2,r

fB = bit rate

A = peak current/voltage into 1 ohm

fM =

= pulse width

PB(f)= 2A2- 2 f

I 2 (M) 2

o

bandwidth O3 74-0.? 25

FIGURE 96 RECTANGULAR
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Trapezoidal Pulse PBB(f) = 2A2 T2 fB 0< f •fM

P B B (f) = 2 A 2 T 2 f B ( ! 2
f; fM 1 < f <f fM2

If\ M2 )f4
P8 B(f) = 2A27"2fB fM,2 / f > f

where

f 1=

f M2 hr

r = pulse duration

Tr = ise time

bandwidth =
27

A peak current/voltijge

= 2A 2
,r2

fR

f2
SBB(f) = 2A 2 2

f7 (ff.2)

If
fM 2 fM2PM (f) = 2A 2 2f Bi 2(1)

bandwidth

FIGURE 97 TRAPEZOIDAL
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Triangular Pulses PBB(f) = 2A 2 r2 fB ; 0 < fM

2A212fB ( f;,> fm

where

bandwidth =

2T

*1
fM = -

Ir

A = peak current/voltage into 1 ohm

1

fB = bit rate

= pulse duration

PBB f)= 2A 2 T2 fB

BB (f) 
= 2A

2 r2f fM

, , 

4

fM

rfP74-0267 27

bandwidth

FIGURE 98 TRIANGULAR
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whrx 2A2 r 2 fB

Sawtooth PBB(f) = (sin2 x + x2 - x sin 2x]x 4

BW =-
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-• " "'+ -" + --,- • -. -, -- • . . . - o, . - - -. _.•

i ~2A2fo 2fB

Damped Sinusoid PBe(f) =2(f 2 2 f (
(21t)2 [a2 + fo02 _ f?)2 + (20,f)2]

OW =21r2

fo= carrier frequency

= inverse of decay time required to react, A/e

A% 2A 2 fo 2 fS

8f n2 2 (210 12 ( + f f 2) + (2af)2 ]

2 / \

fAa2

f
2  

_2 GP74 0267 28

FIGURE 100 DAMPED SINUSOID
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6.4.1.3 Non-Required Emission and Susceptibility

This section gives the initial unrequired spectra based on MIL-STD-461A,
MIL-STD-6181D and MIL-STD-704. Unless otherwise noted, the units for the
sr ,ctrum levels are in dB microamps or dB microamps/MHz.

o MIL-STD-461A for RF Ports

Susceptibility:

G NB(f) = 120. - ZDB (dBjA)

where ZDB = 10 log [impedance]

This is equivalent to one watt at the receptor terminals.

Emission:

o Local Oscillator

GNB(f) = RLON (user supplied narrowband emission)

GBB(f) = RLOB (user supplied broadband emission)

o Final Stage

PDBW = 10 LOG1 0 (P) P = power

if PDBW -. 20 GNB(f) = 68.666 - 0.4333 x PDBW - ZDB

if PDBW > 40 G NB(f) = 42.666 + 0.4333 x PDBW - ZDB

if 20 < PDBW < 40 G NB(f) = 60. - ZDB
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o MIL-STD-461A for Equipment Case

For an equipment case only, specitication limits are in units of
GB(f) B - dB (microvolts/meter/MHz) and GNB(f) dB (microvolts/meter).

Susceptibility:

(log linear interpolate from the following table)

f (Hz) GNB(f) (dBpV/m)

14 x 103 140

35 x 10 6  140

35.001 x 10 1.34

9.999 x 109 134
1 x 1010 146

2 x 1010 146

Emission:

(log linear interpolate from the following tables)

f (Hz) GNB(f) (dBipV/m)

14 x 10 3  35

25 x 106 20

1 x 101 0  60

f (11z) GBB(f) (dB•iV/m/MHz)

14 x 106 100

2 x 10 8  55

1 x 109 7)
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MIL-STD-461A For Power, Signal or Control Ports

Susceptibility:

o Signal/Control

GNB(f) = 120. - ZDB

o Power

VSP R14S Voltage x 1.414

GNB(f) = 8.686 x loge (MIN (.1 x VSP, 3)] + 120 - 2 x ZDB

30 < f < 1250 Hz

NBf = 8.686 x loge [MAX (.01 x VSP, 1)] + 120 - 2 x ZDB

50,000 < f < 4 x 106 Hz

Levels between 1250 Hz and 50,000 Hz are linearly interpolated

Emission:

(log linear interpolate from the following tables)

f (Hz) (dBBiA)

30 130

2000 130

42 x 10 80

2 x 106 20

75 x 10 20
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f (Hz) Gf) (dB!zA/Hz)

'0 132

2 x 10 4  132

2 x 10 6  50

5 x 10 7  50

MIL-STD-6181D For RF Ports

Emission:

(a) Final Stage

GNB(f) = 40 - ZDB (dBpA)

GBB(f) M 60 - ZDB (dBVA!MHz) - only below the required frequency range

(b) Local Oscillator

GNB(f) = RLON (user supplied narrowband emission)

GBB(f) = RLOB (user supplied broadband emission)

Susceptibility:

GNB(f) = Sensitivity (in dB watts) + 200 - ZDB (dBUA)
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MIL-STD-6181D For Power, Silnal or Control Ports

Emission:

(a) Power Line

(log linear interpolate from the following tables)

f (Hz). GNB(f) (dBOA)

1.5 x 105 62.5

5 x 106 34.0

25 x 106 34.0

f (H;') GBB(f) (dBPA/MIHz)

1.5 x 105 115

2 x 10 6  81

25 x 10 6  81

(b) Signal/Control Ports

(log linear irnterpolate from tae following tables)

f (Hz) GNB(f) (dBpA)

I'5 x 105 50

2 x 10 6  5

25 x 10 6  0

f (Hz) GBB(f) (dBIA/MHz)

1.5 x 10 105

2 x 106  50

25 x 10 6  46

Susceptib 4lity:

GNB(f) = 132.55 - 2 x ZDB (dBPA); f < 15,000 Hz

GNB(f) = 00 - 2 x ZDB (dBpA); f > 150,000 Hz
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MIL-STD-6181D For Equipment Cases

Emission:

(log linear interpolate from the following tables)

f (Hz) GNB(f) (dBuV/meter)

150,000 29.

3 x 10 6  29.

25 x 106 22.

25.001 x 106 4.

35 x 106 10.

1 x 10 9  60.

f (Hz) GBB(f) (dBliV/meter/MHz)

150,000 83.

500,000 76.

625 x 10 73.

25.001 x 106 36.

35 x 106 41.

1 x 10 9  80.

Susceptibility:

(log linear interpolate from the following table)

f (Hz) G NB(f) (dBpV/meter)

150,000 88.

25 x 106 88.

25.001 x 106 104.

35 x 106 110.

1 x 109 110.5

10 x 109 111.5
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MIL-STD-704 For Power Line Emission

G NB(f) a 20 log V + 120 (Fundamental)

GNB(f) - 20 log V + 96 (Second, Third and Fourth Hlarmonic)

where V = RMS Voltage

6.4.2 TRANSFER MODEL EQUATIONS

6.4.2.1 FILTER MODELS

Single Tuned Filter

T(f)

where x =

fo = tuned frequency in HW

f = frequency in Hz

9 (3 = filter bandwidth in Hz

Transformer Coupled

T(f) = ' ) . 161<4
-12 -/4Q2- K2 /4) 2 +(6/0)2)

1KIOG n114T(f) = /6I•4
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where fo=-

fo = tuned frequency in Hz

f = frequency in Hz

o = circuit "0"
K = coupling coefficient O<KQ1

n = number of stages

Butterworth Tuned Filter

1
T(f) =

I + x2n

where x = -0 /\fo f/

f - tuned frequency in Hz

f - frequency in Hz

8 filter bandwidth in Hz

n - order of filter

Low-Pass

T(f) =1 f<fo

(fo/f)2 n; f >f

where fo high frequency limit in Hz

f - frequency in Hz

n - order of filter

High Pass

T(f) = (f/f.)2n; t < fo

= 1; f>fo
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0

where fo a low frequency limit

f - frequency in Hz

n - order of filter

4and Pass

TOf) =(f/flow)2n f < flow

=1 ; flow<,ffhigh

(fhigh/f)' > fhigh

where flow' fhigh = pass band limits in Hz

f - tuned frequency in Hz

n = order of filter

Band Reject

T(fO=I [= 1 / 2n hfgm2 ] ;f <flow/flow Tmi
= Max f- 'high) 2n mi ;flow <f <fhigt

=1 ;f > fhigh

where Tmin = user supplied isolation limit

where flow' fhigh - rejection band limits in Hz

f m tuned frequency in Hz

r.n i order
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6.4.2.2 Field Propagation Models

6.4.2.2.1 Aircraft/Spacecraft

PR = PT + TFS + SF

PT = transmitter power in dBm

TFS = free space transmission factor in dB

SF = shading factor in dB

TFS = GT + GR + 20 o1(-)

GT = gain of transmitting antenna in dB

GR = gain of receiving antenna ;n dB

X = wavelength in meters

D = distance between two antennas in meters

o Antenna Separation

D is determined by using the combir.ation of straight lines, conical
spirals, and/or cylindrical spirals that gives the shortest distance
between the two antennas over the vehicle surface.
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Y-Axis
(WL-WLC)

Typical
Antenna (Centroid)

S Location - • " 7 , Z-Axis

X-Axis pWL=

FSN
Conical

SI I Nose Section

"FIGURE 101. GP73 o095 22

* MODEL USED TO APPROXIMATE AIRCRAFT

For the conical spiral, the distance between two points,

P 1 (pit 619 ZI) and P2 (p2' 62' Z2 ) is

D pjc-P2d +a 2 +b2 In pi+c
2a 2a P2 +d

P2 - P1
where a =

o - z

Z2 1

02 -01

c= a2 +b 2 + pl2

d V/a2 + b2 + P22
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For the cylindrical spiral (p = 2 = Of),

D '0i- 2 1/2- 20& -'0 2 + (z - 2.

Straight line distances are found using

sk =l/P1 + i2p- 2 C1 S P 02 - 0o1) + (Z2 -Z 1 )2 .

For one antenna off the cylinder (assume p2 3' 2' Z2 is off the cylinder)
a tangent point is found using

The appropriate sign is used that produces minimum D.

t=p, 10,- Ot IZ2 + zI I =
p1 ie,-o, Iz+z1 ,•~

These formulas are used twice if both antennas are off the cylinder.
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AntLtnna 2
P2 (02' 02' Z2)

S• Z-Axis

P-j
Tangent Point

O SDc Pt ( f, -0tI Zt)

D - DcyI + Dsv Antenna 1
/P1 - Of, O2 > Of P1 I pf, 0 1, Z1 ) GP73-"95.20

FIGURE 102
4.• DISTANCE BETWEEN TWO ANTENNAS WHEN ONE IS LOCATED OFF FUSELAGE

AND A PORTION OF THE PATH IS AROUND THE FUSELAGE

Tangent
Points

OeZ-Axis

P\ p2 P2 (P2 , 02, Z2)

P2 > Pf
Pf

FIGURE 103 GP'J 0495 2-

DISTANCE BETWEEN TWO ANTENNAS WHEN BOTH ARE OFF THE FUSELAGE
AND THE PATH IS AROUND THE FUSELAGE
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o Cylindrical Shading

The following is used for curved surface shading

-A
SFc (7A+t)

where A pf 0 212

I 5.478x 10- 3 , for A < 26

t 3.340 x 10- 3 , for A > 26

0.5083, for A < 26
0.5621, for A > 26

and SFc " fuselage (cylindrical) shading factor (dB)

Pf = radius of cylinder (meters)
0 = angle around cylinder of propagation path (radians)

= wavelength (meters)

DC = distance of cylindrical segment of propagation path (meters)

o Wing Diffraction

The following formula from optics is used to relate the diffracted
electric field to the incident field

SFw = 20 log 10 (SF'w) + 78.73

max t sec /2 (x - tr)± csc 2 (ax + adr) I Cos 9
SF'w =

ýYx22 + x
cos = V x2

2 + Zx2 2

Xx2 2 + Yx2 2 + Zx2 2

and SFw = Wing shading factor (dB)

&x = Incident electric field from transmitter at wing point

r= Received eloctric field at receiver antenna

Oix = Angle between Z2 axis and incident wave propagation vector projected onto Y2 - Z2 plane

ir - Angle between Z2 axis and receptor wave propagation vector projected onto Y2 - Z2 plane

= Azimuthal angle of incident wave propagation vector to Y2 - Z2 plane

Dwr = Distance from wing point to receptor point (inches)
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• ) Y2

TransmitterI

Anntenna

Poin

2zz

FIGURE 104 GP,3 o,,9 2

DI FFRACTION COORDINATE SYSTEM WHEN THE PROPAGATION PATH IS
I• AROUND THE WING EDGE. ATTENUATION FUNCTION IS CALCULATED

USING ANGLES IN THIS COORDINATE SYSTEM

6.4.2.2.2 Ground Propagation Model

The following equations apply to ground propagation loss

d FSM
Lt =Lo - 6 ;d

2

dFSM 2

where

LT - total propagation loss

Lo-free space loss
'i

=20GUR lo 1  2 o 10 4 d7 +32.451

DIFRATIN OODIAT SSTM HE TE ROAGTI297T I



4 hi 'h2'

dFSM=

h1' = Maximum [hl, hu] Effective Antenna Height
of A

h2'= Maximum [h2, ho] = Effective Antenna Height
of B

X[er2 + (0.06Xa)2] 1/2 = Minimum Effective Antenna
ho = Height for Vertical

2/r [(er - 1 )2+ (0.06X 0)2] 1/4 Polarization

ho= Minimum Effective Antenna
2= [ (er _ 1)2+ 211/4PHeight for Horizontal

2i (r- )2+(0.06Xc 2 1/4 Polarization

hh2

The antenna heights must not be so large that the quantity 79.6X is

greater than dC and antenna separation should not be greater than dC

where

h1 ,2 = antenna heights in meters

S= wavelength in meters

dc = maximum plane earth distance

150
1 < f < 100MHz

0.5305f

60.4
0.7 100<f < 1000MHz
0.3337f

The total propagation loss is the sum of the free space loss and the
loss relative to free space (ground wave).

For near field coupling the propagation loss is linearly interpolated

between values of zero and the far field value calculated at a dis-
cance of 2D2 /X where D is the maximum antenna dimension. Propagation

loss is taken as zero whenever the distance between antennas is less

than or equal to the maximum antenna dimension.
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6.4.2.3 Field to Wire (Via Aperture)

Upon determining a field to wire coupling path the program uses the
appropriate propagation model or environmental field exposed on the
wires, in.volts/meter, to determine the current in amperes flowing
through the loads. This is done on a segment basis and the total is
summed irrespective of phase. The following definitions will be used
throughout

3x 108:' X = f

f

X=2ir -

b
Zc= 120 In (-) = characteristic impedance

r

Zo,L = respective equivalent 'Odd impedances on either end of segment in question

b = separation betwveen wires in two wire circuit

= twice height if ground reference

2= length of transmission line segment

r = radius of wire

f = frequency

Assuming ZL is the load in question

2 Z0
if Zo > Zc and X <

"IIL I= bX I c Z + O
SiZc(Zo+Z-I

ifZo> Zcand X> Zc-" o

SZo

I Il = 20b
Zc (Zo + ZL)
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if Zo< Zc and Z + < o I

I bX
1Zc (Zo +ZL)

ifZo< 7 xC and> -z-i
zc + zol

The induced current is

jILl = Min[jIjLj, Bound]

where

"Max [4f 2,
IBound =

"377 x Re (ZL)

If a shield is present and the frequency is greater than 7228 Hz but

less than 9 x 105 Hz

IL - IL x 10 [4.8 Ioglo f - 70.81 loglO f + 201.5

If the frequency is greater than 9 x 105 Hz

IL=Lx 10 (-67 loglo f + 42.5) loglo f -345.81 log10 f + 855

If a double shield is present, the above powers of ten are multiplied

by
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) 6.4.2.4 Wire-to-Wire Coupling

The following formulas have been incorporated into IEi4CAP to account

for wire to wire coupling via mutual inductance and axutual capacitance.

The following factors and transfer models are included

o Mutual inductance coupling

o Mutual capacitance coupling

o Common impedance coupling

o Unshielded wires

o Shielded wires (single and double)

o Shield terminations (single and multiple)

o Twisted wires (Balanced and Unbalanced)

o Shield Pigtail Length and Area

o Shield coverage factors

J Wire-to-Wire Capacitance

The wire-to-wire capacitance is used to calculate the capacitive
coupling of the emitter segment to the receptor segment according to
the relation

Vrec
4 j 1

Vein 1+ 1

jw C 1 2 Rs Z

Zbl Zb2
Z=

Zbl + Zb2

ks= segmerk length

3
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Receptor Line/
Emitter Line Voltage V2 -Votg V II Va

tC12 /

Z "l

UP)' 'Jjq5 9

FIGURE 105
CIRCUIT REPRESENTATIVE OF CAPACITIVE COUPLING BETWEEN

PARALLEL WIRES OVER A GROUND PLANE

Aith reference to Figure 101, the capacitance per unit length between the
two wires is given by

where

2freeffP 12
C12 - det

P12  = i/2fcosh - (s2  + (r1 -_r 2
2 )) + cosh - 2 -- r2  - r22

--cosh -I(s2 + (rl 2 - r2
2 ) + cosh- (, r 1 2 r2 2

- csh\ 2s~r1  2s'r2  2)

dst = co-h) 2h
2) 2+
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9 em - voltage on source wire

Vrec - voltage on receptor wire

o Shielded emitter wire

Vrec ( )expF + (
I2ie e

Vern + jw Cws Ri b +jw7C12

2n (ECWS= =nP

rl

where e - permittivity of material between the wire and shield.

Rsl and r1 - shield inner radius and emitter wire radius, respectively

F .02

C12  as before with r, equal to shield outer radius

2 te 2te
sinh - + sin Vs

te be be Ro 2= or1 t-

R (-) -
o e) 2te 2 te

cos h - - cos -6 e be
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77#

o Double shielded emitter wires

Vrec _ e1 6e2

Vem1
1+ 1 + , - - )- I"

J•Cws1 QsRsI j•Css2sRs2 Y 1 JWCs2 rec £sz

where

C s capacitance between shields
S1S2
rse2 e -capacitance between the outer shield and the receptor

subscripts 1 and 2 refer to inner and outer shields

V m -voltage on emitter wireem

Vrec m voltage on receptor wire

Notes: 1) The same factors are used to compute the shielding through the
receptor shield(s).

2) Pigtail shield terminations are assumed to have three inches of
exposed wire.

3) The capacitive coupling of a twisted pair circuit with another
circuit is treated as the coupling of single wire circuits.

Inductive Coupling

The calculation of inductive coupling between emitter and receptor
circuits is computed using the mutual inductance between the circuits
as shown in the following figure.
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-F-2

"", ZL4912 tO

FIGURE 106
CIRCUIT REPRESENTATIVE OF INDUCTIVE COUPLING BETWEEN

PARALLEL WIRES OVER A GROUND PLANE

o With reference to Figure 106, the voltage induced in the receptor load is

Zb2

VL = oWL1 2 1IRs Zb2
Zbl + Zb2 + jw.'L2ý)s

where

I, current in emitter wire

L12

L-12 jo I (hi + hi2)2 +S2
S4n I(h 1 - h2 )2 +s

P° =permeability of free space

L5 - 1
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-

L. 
-. ______Pa

For multiple ground shielded emitter, the shield current is

Vs
'sh = Rs + JLsw RS

where

R 2 total shield resistance
S

L '-QrnSV 2f \ rs

hI= height (above ground)

r shield radius
s

V = jtwL5 IlQs
S

Qs length of wire segment

The net emitter current Ieff ;'

Rs

leffV1! - Rs+JIJLswQ I1

The voltage induced in shielded receptor wires

V2 = JILew2sl I - jwLs2w2Qs

Rrs + jwLrses

where

L = mutual inductance per unit length between the receptor
ew2

Ls 2 w2 = mutual inductance per unit length between the receptor wire
and its shield
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L = mutual inductance between the emitter circuit and receptor
es 2  shield

L rs and Rrs are the self inductance and shield resistance of the

receptor circuit.

I - emitter current or effective emitter current

For circuits composed of twisted pairs, both common mode currents and
differential mode currents are considered in the coupling.

For an unbalanced twisted pair emitter circuit as shown below, the
common mode current can be expressed as

Ic = joCSV1

where Cs = 21r e0Q5
2h

Qn (-)
rW

- Emitter Voltage VI

zal , Za2 : VL
__ _ _ __ _ _ _'Cs

Ic •; Cs :-

CT
GP73dl•5-t 1

FIGURE 107
INDUCTIVE MODEL FOR UNBALANCED, TWISTED EMITTER WIRE PAIR'

* IThis common mode current is used as the single wire equivalent emitter

"current.

For a perfectly balanced twisted pair emicter circuit the voltage

induced in the receptor circuit by the differential mode current is

VL = ijL'12Qsld
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"where

A id 2J

L 12  -ln I- +

- mutual inductance of twisted pair loop and receptor circuit
d - separation between twisted pair wires
s average separation between emitter circuit and receptor
Id = differential current

For a shielded twisted pair emitter, the conmon mode current is
computed as for single wire circuits while the coupling due to the differ-
ential mode currents is unaffected by the presence of the shield.

For an unbalanced twisted pair receptor circuit, the load voltage
produced by the common mode currents can be written as

Zb. Zb2 V

Vind CS s

OP7304M-1 2

FIGURE 108

INDUCTIVE MODEL FOR UNBALANCED, TWISTED RECEPTOR WIRE PAIR,

IVL 1+ iwZeqCs Vd
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where

ZblZb2

Zeq Zbl * Zb2

V i -tZb

Vind - jwL 12 2si 1

For a balanced twisted receptor the voltage -aused by the differential
mode coupling is

VL = jWL' 12 LsI1  Zb?

Zbl + -b2

where

L' emitter circuit to receptor loop mutual inductance9 12

For a shielded receptor circuit, the common mode current coupling is
modified in the same manner as the single wire receptor and the induced
differential mode currents are unaffected by the presence of the shield.

Common Impedance - The fact that many circuits share a common return has
caused many inscances of EMI. The reason for this form of EMI is the
return current of one circuit flowing through a non-zero impedance return
acts as a current generator of finite impedance into other commonly
grounded circuits. This coupling mode has been modeled by assuming a
wire as a circuit return. By assuming that the receptor circuit does not
load down the emitter circuit, this effect is added into the calculation
after considerations of inductance and capacitance have been completed.

6.4.2.5 Case to Case

The case to case model uses the emission and susceptibility levels as
specified in Secti-n 6.4.1.3, Non-Required Emission and Susceptibility.
These levels are related to the system configuration by modelling each case

as though it were a dipole. The snurce model assumes a fall off of (-1)3
for both the electric and magnetic fields. r
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Appendix A

SIGNALS, NOISE AND INTERFERENCE IN A LINEAR DEVICE

A.1 INTRODUCTION

The purpose of this discussion is to provide insight into the concept
of "standard response" of a power sensiti',e linear device and to relate
this quantity to more widely known parameters of receptor devices employed
in electronic systems. In the conventional sense, the standard response of
a device is that power level at its output terminals which is just
sufficient to convey intelligence that a signal is present. For qome
kinds of receptors this power level is just that amount necessary to
change the state of the device. In other cases the power level must be
3ufficiently above noise (or noise plus interference) to ensure a high
probability of recovery of the intelligence present in the signal. The
present discussion develops the concept of standard response of a device
along these conventional lines and suggests how the concept can be
related to electromagnetic interference (EMI) susceptibility criteria for
devices." Use of the device susceptibility in the calculation of EMI margins
and of integrated EMI margin is treated in Section 2.2 of this manual.

A.2 TECHNICAL DISCUSSION

Assume a linear filter with power transfer function, IH(f)1 2 , and
suppose there is signal power spectral density, n(f), at its input
terminals. Then, the output power spectral density (o.p.s.d.) due to this
input is

o.p.s.d. = n(f)jH(f)12 watts/Hz (1)

This is the component of o.p.s.d. due to input signal only and does not
consider the components due to thermal noise power spectral density or to
interference power spectral density. The output noise power spectral
density component is given by:

o.n.p.s.d. = FkTIH(f) I2 watts/Hz (2)

where

k = Boltzman's constant in watts per degree Kelvin per Hz,

T - device temperature in degrees Kelvin

and

F = device noise figure, a numeric that is greater than or equal to
unity. For lossy networks, F is identical with the network loss
factor, L = 1/GC.
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Thus, the total input power spectral density, for an idealized (interference-

free) environment, is given by:

i.p.s.d. = n(f) + FkT (3)

The total output power spectral density corresponding to (3) is, therefore

o.p.s.d. = [n(f) + FkT]IH(f)1 2  (4)

Integration of (4) over all frequencies gives the total output pcwer as
follows:

=out f?7(f)IH(f)12df + G FkTBouo n (5)

0

where

BH(f) df (6)n JH(fo 0 W2

and
G0 Hf0W (7)

Inus, the total output power contains a noise power component N = G FkTB

where kTB can be said to be the input noise power. B in these expressionsn n
is the effective noise bandwidth of the device and is defined ,y
equation (6).

Now, denote by S the component of output power due to input signal

power spectral density. Then tozal output power may be expressed:

P =S + N (8)out o o

Examine for the moment the resul.t of a cw signal centered in the
tuned pass band of the filter (i.e., a delta function at frequency fo).
Then, n(f) = Pin 6(f - f ), and the quantity SoN is given by

"in o oNS~ )"

CoN Pin 6(f - fo)IH(f)'2df P .i 12 or, SoN GPin (9)
A OA A A A

and P GoP + N S + N (10)
out oin o oN o
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Now, for a desired probability of detection of intelligence in a

signal, it is usual to specify for a device that its output signal power
must have some minimum value compared with th4. output noise power. Thua,
it may be said that the "standard response" if the device is such that the

sigval-to-noise power ratio has a required minimum numeric value of SNR.

Then, the "standard response" is defined as an output signal power, K,
given by

K - N SNR (11)

where SNR = output signal-to-noise power ratio.

For the case of the narrowband (cw) signal centered in the filter pass
band, the following would obtain:

= SNR = S oN(min) = Go P in(min) (12)

and it can be said that the device "cw sensitivity" (at its input terminals)
is

^A

K/G° = FkTBn SNR = P in(min) watts (13)

Consider now the EMC prcblem of utilizing the previously discussed
"ideal" filter in a system where it is subject to one or more sources of
interfering signals. These interference signals can be expected to
introduce a third term in the oucput power expression for the filter which,

for ease of identification, will be denoted 1 0. This interference signal

power is of the general nature of noise power when considering the
problem of detecting desired signal intelligence in the presence of
thermal noise plus these interfering signals. Thus, it is clear that
these additional interfering signals will, of necessity, degrade the
so-called ideal response characteristic of the filter. In order for the
EMC engineer to establish realistic interference criteria for this device,
he must obtain from the systems engineer the "tolerable degradation" for
the device when it is situated in ti e interference environment )f the
system.

When interference signals are present, in addition to a desired signal

and thermal noise, it is appropriate to define a quantity, SNIR, which is
the signal-to-noise plus interference power ratio at the output, -f tae
device.

Some guidelines ;ill now be developed to aid in judging the allowable
interference power at the input of the receptor device in order for it to
perform within its "tolerable degradation" specification. The development
proceeds with the previously stated assumption that the power spectral
density at the device input terminals is comprised of three components:
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one due to the desired signa, a second due to interfering signals and a
third due to thermal noise. Then the output power spectral density in this

) case is just:

o.p.s.d. = [n(f) + I(f) + FkT]IH(f) 12  (14)

IntegraLing over all frequencies, as in tne case of the filter in the "ideal"
ervironment, it is found that the total output power consiscs of:

Pout = So + 1o + No = (N + I )(I + SNIR) (15)

It is logical to assert that, for a requirej probability of signal

detection, the SNIR for the device operating in the interference

environment must be at least equal in value to the SNR that was specified
for the device in the ideal environment. There is no doubt that this
necessitates a higher level of signal power if the thermal noise power is
the same for both ideal and interference environments and if the
interference power is non-zer3.

If the filter under discussion happened to represent the receiver
portion of a communications transceiver, the impact of a requirement for
higher received signal power to overcome interference is clearly either
reduced communication range or else a need for higher transmitter power
for maintenance of communication range. If the filter represents a
logic circuit device, the interpretation would be somewhat different: the
added interference power would be specified to remain within a known
noise immunity threshold when considered in conjunction with thermal noise.

Regardless of the specific circuit application of the filter, the
general problem to be solved by the EMC engineer, in establishing
interference criteria for the device, involves a modification of the
previous concept of "standard response" of the device when considering
the interference environment. When interference is present, the standard

response is re-defined as an output signal power, K', given by

K- = (N + I ) SNIR = (N + I ) SNR (16)
00 0 0

Eqiation (16) reflects the idea that SNIR must remain identical to SNR,
so that signal power must increase to compensate tha added interference
power.

Minimum input signal power for the "ideal" case was previously given
by equation (13). The relationship for a revised minimum input signal
power, corresponding to the interference situation of equation (16), is
just:

P in(mn. rev.) ( + SNR (17)
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Equations (17) and (13) enable determination of the tolerable input
interference power for a given permissible performance degradation.

The discussion about "tolerable degradation" of a receptor's performance
deserves some further clarification. The prime objective of any system
design is to achieve required performance at a minimum cost. Therefore,
the systems engineer does not, in general, have much, if any, performance
to "give away." However, for those "new" elements of a system, some
performance trades will be possible to accommodate some reasonable
interference levels in the system. For '"old" elements (say GFE equipments
whose parameters are established) the problem will often be to keep the
interference signal levels low enough that the performance degradation
is a small fraction of a modest performance margin that would normally
exist for that equipment.

A.3 EXAMPLES

Some specific numerical values for the parameters of certain types of
receptors common in systems will now be assumed for the purpose of
illustrating a possible approach to establishing interference criteria for
devices of these types. The reeder will appreciate that the numerical
results obtained are presented only as general guidelines and should not
be considered hard and fast rules; each particular situation will require
its own careful asseisment of tole.able interference and of suitable
safety margins.

Example 1 - Communications Receiver

The first example is a communications receiver characterized by the
following parameters:

On-Tune Sensitivity = 10 log1 0 [Pin(min)] = -100 dBm

Noise Figure = 10 log10 [F] = 8 dB

Signal-to-Noise Ratio = 10 log10 [SNR] = 10 dB

Now, Pinr(min) FkTB SNR = 1010 mw (-100 dBm)n
S = 1.6 0-12

Therefore, N kTB = 1.6 x10 mw (-118 dBm)i n

This receiver is part of a communication system that is assumed to have
little margin to spare since both transmitter and receivcr equipment exist.
It is assumed, however, that it is decided the system can tolerate a
receiver sensitivity degradation o! +1 dB (perhaps brought about because
of favorable antenna locations which minimize transmission line losses).
Therefore, the followi:ag relation obtains:

P in (min. rev.) = [FkTB + Ii] SNR= 1.26 x 10 mw (-99 d19m)
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Then, FkTB n+ 1, 1.26 x 10 mw (-109 dBm)

Consequently, the interference signal level at the input terminals can be

allowed to be no greater than

-11 -11 -12
in(max)= 1.26 x 10 1 x 10 2.6 x 10 MW

or Iin (max) =-116 dBm

Example 2 - Logic Circuit

In this example it is assumed that the receptor is a 5V logic circuit
which has a "noise immunity" specification of l.OV r.m.s. corresponding
to some very low error rate. That is, the circuit will not change states
a very large proportion of the time until a signal in the circuit changes
in level by at least 1.OV r.m.s. The circuit is assumed to have no power
gain, so that power relations at its output terminals reflect directly
co its input. Now, suppose the load impedance (resistive) across which
input signal voltage is impressed is 1000 ohms. Then the signal power

required to just trigger the device is simply V 2/R = 1 mw, or 0 dBm. Thus,
the "standard response" of this circuit is exactly 1 mw and the combination
of interference power plus thermal noise power in the circuit must not
exceed this value. It is probably safe to say that the thermal noise
power is many orders of magnitude less than 0 dBm so that, for practical
purposes, the tolerable interference power could conceivably be allowed to
assume this quite high level. Since this is such a high tolerance on
interference and since little penalty would ordinarily result from
playing it a bit safe in this instance, an interference power of perhaps
-10 dBm could probably be specified with little impact on economy or
weight in the system.

A.4 CONCLUSIONS

The "standard response" of a receiving device nas been defined as that
output signal power which just gives required output signal-to-noise

power ratio, SNR. This conventional interpretation pertains to desired
signals. When considering interference signals the permislible
interference signal power at the device output generally differs in
level from, but is related to, the device standard response. If output
interference power were permitted to be identical with the standard
response, the interference would compete directly with a desired signal
and this would generally result in excessive degradation of device
performance. Consequently, permissible output interference power will
usually be specified such that, when combined with thermal noise power,
only moderate degradation of device sensitivity results.
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In IEMCAP interference signal power is computed at the input terminals
of a receptor and is compared with the device "interference susreptibility"1
power level for determination of an EMI margin. The discussion in this
appendix has shown the relationship of device standard response (for desired
signals) to the interference susceptibility power at the device input
terminals for a given tolerable degradation of device sensitivity in the
system environment. In the communication receiver example it was seen
that a sensitivity degradation of 1 dB corresponded to an interference
susceptibility power level (in the tuned pass band) of -116 dB for the
assumed device. This level was seen to be -17 dB relative to device
desired signal sensitivity. Thus, in the pass band of this receiver, an
interference signal exceeding -116 dBm at the device input terminals
would result in EMI while interference less than this amount would be
relatively compatible. Since such a receiver is a power sensitive device,
it can also be conrluded that the result of integrating input interference
power spectral density over all frequencies must also be less than -116 dFm
for avoidance of EMI in the example device.
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